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ABSTRACT:

Fraud detection in financial transactions is a critical task for ensuring security and trust in banking
systems. With the increasing volume and complexity of transactions, detecting fraudulent activities requires
sophisticated machine learning techniques that can identify subtle patterns indicative of fraud. This study
introduces a Multi-Layer Perceptron (MLP) augmented by Recursive Feature Elimination (RFE) fraud
detection model for banking transactions. Finding fraudulent transactions based on important characteristics
including transaction amount, customer information, payment method, and transaction time is the main
goal. By removing redundant or unnecessary variables, RFE is used to choose the most pertinent features,
greatly enhancing the model's performance. After using RFE, the accuracy increased significantly from 0.95
to 0.97 and Cohen's Kappa improved from 0.89 to 0.92. Furthermore, recall and precision rise, suggesting
improved fraud transaction detection. The study shows that among the most important characteristics in
fraud detection are transaction type, transaction value, and client age. Besides establishing the foundation
for advanced feature selection research for the forthcoming trend in fraud, this paper emphasizes the
importance of feature selection to improve model performance.

Keywords: Cohen’s Kappa, Fraud Detection, Multi-Layer Perceptron, Recursive Feature Elimination,
Transaction Classification, Stochastic Gradient Descent.

1. INTRODUCTION

The increasingly sophisticated nature of fraudulent activities and the much wider reach of digital
transactions has made detection of fraud in financial transactions very difficult for banks [1], [2]. It is difficult
for traditional rule-based systems to detect the complexity of frauds engineered through the vast outreach of
internet-based banking, mobile payments, and e-commerce [3], [4]. Institutions are under great pressure to
detect fraud and act upon it in a timely manner to protect customers' funds and maintain confidence. [5], [6].
However, available approaches are often ineffective in recognizing new schemes of fraud or in adapting to the
clever tactics employed by the devious criminal. [7] There is therefore a need for advance, data-driven
techniques that can ensure security and integrity of financial transactions due to their capability to provide better
effective fraud detection.

Existing fraud detection systems in the banking sector primarily rely on rule-based approaches, which use
predefined rules to flag potentially fraudulent activities [8], [9]. These systems, while effective in detecting
known types of fraud, struggle to adapt to evolving fraud patterns and emerging threats. Machine learning (ML)
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techniques have been increasingly adopted in recent years [10]. Supervised learning models, such as decision
trees, logistic regression, and support vector machines, are commonly used to classify transactions as legitimate
or fraudulent based on historical data [11], [12]. Unsupervised learning techniques like clustering and anomaly
detection have been explored to identify novel fraud patterns without relying on labelled data [13], [14]. While
these methods have shown improvements in detecting fraud, they often require manual feature engineering and
may suffer from issues like overfitting and high false positive rates. Recent efforts focus on optimizing these
techniques and integrating more sophisticated algorithms to improve accuracy and adaptability in real-world
applications.

Many problems still reduce the efficiency of machine learning techniques in real-world applicability despite
the increasing number of applications in fraud detection [15], [16]. The main issue here is the dependence on
handcrafted features that may not appropriately characterize the complex and ever-changing nature of fraud.
Moreover, many models suffer from a poor generalization; they may fit well to training data but fail to recognize
fraud patterns that remain hidden from view [17]. Besides, high false-positive rates are yet another issue that
leads to needless alerts and damages user confidence [18]. Most systems also suffer from class imbalance,
which causes the model to be biased toward the majority class since fraudulent transactions constitute only a
small minority of the overall data [19], [20]. Such weaknesses signify urgency to create a model that is more
robust and flexible for learning from data, thereby reducing reliance on human intervention in feature selection.
Hence, this work presents a fraud detection methodology-a combination of Recursive Feature Elimination and
Multi-Layer Perceptron-to enhance detection performance and automatically identify the most relevant features.
This approach aims to reduce false positives, enhance classification performance, and be scalable to
accommodate changing fraud scenarios.

Moreover, the integration of feature selection techniques such as Recursive Feature Elimination (RFE) with
advanced neural network models like Multi-Layer Perceptrons (MLP) offers a promising direction to address
these challenges by improving model interpretability and computational efficiency [21]. Feature selection not
only helps in reducing the dimensionality of the data but also enhances the generalization capability of the
model by eliminating noisy or irrelevant attributes [22]. This is particularly important in fraud detection, where
the data is often high-dimensional and imbalanced, and where subtle changes in feature importance can
significantly impact the identification of fraudulent transactions [23]. Recent studies have demonstrated that
combining feature selection with deep learning approaches leads to better detection rates and lower false
positive alerts, which are crucial for operational effectiveness and customer trust [24]. Therefore, this paper’s
methodology leveraging RFE and MLP aligns with the evolving landscape of fraud detection research, aiming to
develop more adaptive, accurate, and scalable models [25].

The proposed approach also addresses the critical issue of class imbalance by focusing on the most relevant
features, which improves the detection of rare fraudulent instances without overwhelming the model with
majority class data [26]. By prioritizing important transaction characteristics, the model can more effectively
learn from limited fraud examples and reduce false alarms [27]. Additionally, incorporating Recursive Feature
Elimination aids in streamlining the computational process, making the model more efficient for real-time fraud
detection scenarios [28]. This efficiency is essential for banks that require prompt responses to suspicious
activities to minimize financial losses and customer inconvenience [29]. Ultimately, the combination of MLP
and RFE represents a significant advancement toward more reliable and scalable fraud detection systems
capable of adapting to evolving fraudulent behaviors [30].

1.1. Problem statement
Conventional models face difficulties while processing huge volumes of complex, unbalanced
transaction data, and many of the traditional methods are unable to detect minute patterns and irregularities
indicative of fraud [31]. Another difficulty faced by the existing models is overfitting, where a model learns
patterns from the training data too well and fails to generalize on data it has never seen [32]. Also, traditional
methods' lack of automated feature selection techniques can lead to inefficiencies since redundant and irrelevant
features might hamper computation efficiency and performance [33], [34].
1.2. Objective
e Develop a Multi-Layer Perceptron (MLP) model for fraud detection in banking transactions, focusing on
capturing complex patterns indicative of fraudulent activity.
e Utilize Recursive Feature Elimination (RFE) to select the most relevant features from transaction data,
optimizing the model’s performance and reducing overfitting.
e Enhance the accuracy and efficiency of fraud detection by minimizing false positives and false negatives,
improving the security of banking transactions.
The rest of the paper is organized as follows. Section 1 with the introduction. Section 2 will discuss the
Theoretical Background. Section 3 presents the Methodology and Section 4 highlights the results. Section 5
concludes.

2. LITERATURE REVIEW
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With artificial intelligence, machine learning, and cloud computing creating new paradigms, healthcare,
finance, and cybersecurity are among those industries that have recently assumed importance in these
developments [35]. Deep learning approaches have shown significant advances in performance metrics such as
accuracy and efficiency over classical methods [36]. Interpretability and prediction accuracy in healthcare data
analysis have been enhanced by developing cloud-based architectures along with machine learning models like
Generalized Additive Models and Stochastic Gradient Boosting [37]. Mixed-method studies analyzed access and
cost reductions in urban and rural economies using regression models and financial inclusion indices to assess
the impact of cloud-based digital banking on income equality [38]. Machine learning combined with
econometric modeling has been applied to study the effect of internet-inclusive finance on rural economies and
financial inclusion through mobile internet access [39].

Cybersecurity in cloud computing has received increased attention [40]. Data security issues have been studied
through authentication and access control techniques such as biometric identification, role-based access control,
and multi-factor authentication [41]. Minimizing risks in cloud environments can be approached via machine
learning-based anomaly detection and blockchain-based access control [42]. Complex anomaly detection
systems using SE-PSO-enhanced Sigmoid-LeCun Temporal Convolutional Networks embedded within
Attribute-Based K-Anonymity for data anonymization have been proposed [43]. Methods like Cluster
Evaluation Method and Identity-Chain Technology aim to enhance performance and security of cloud-based
financial systems [44]. These studies highlight the growing reliance on Al-based techniques for data security
and cyberthreat mitigation in cloud environments [45].

Various approaches have been applied to financial analytics to improve risk and fraud prediction [46]. Deep
learning models such as CNNs and RNNs have been shown to enhance fraud detection by analyzing large
financial datasets [47]. Fused machine learning architectures combining neural networks, decision trees, and
support vector machines have been developed to optimize accuracy in e-commerce fraud detection [48].
Integrations of Monte Carlo simulation, deep belief networks, and Bayesian signal processing have improved
financial risk modeling in cloud applications [49]. To handle class imbalance in fraud detection, Attention-Based
Isolated Forest integrated with ensemble machine learning algorithms like Random Forest and AdaBoost has
been employed [50].

The potential of IoT and federated learning methodologies has been explored in various fields [51].
Optimization of IoT analytics focusing on reduced latency, improved model accuracy, and cost effectiveness has
been achieved through federated learning and robust workflow orchestration [52]. Hybrid neural-fuzzy learning
models have been developed for enhancing diagnostic accuracy using real-time IoT data on cloud platforms
[53]. Cloud finance models for sustainable smart city growth have been studied using Principal Component
Analysis and Confirmatory Factor Analysis to improve resource management [54]. Integrated Al and machine
learning frameworks for secure financial data sharing over hybrid cloud platforms have enhanced fraud
detection, decision-making, and regulatory compliance [55].

Research has also focused on the role of cloud IoT-enabled digital financial inclusion in mitigating income
inequality and supporting sustainable urban development [56]. Cloud-based financial analytics platforms
deploying techniques like ELECTRA, t-SNE, CatBoost, and Genetic Algorithms have been applied to optimize
real-time financial decision-making [57]. Fraud detection models combining neural networks with algorithms
such as Harmony Search have achieved near-perfect classification using sequential models and decision tree
classifiers [58]. Cutting-edge technologies have been utilized to streamline eCommerce, finance, and cloud
computing processes [59]. Studies employing blockchain, smart networks, and cloud computing indicate
improvements in resource management and transaction security [60]. Trustworthiness of Infrastructure as a
Service platforms has been enhanced through real-time monitoring, predictive maintenance, and Al-driven
anomaly detection to reduce financial risks [61]. Al-driven decision-making processes using Hierarchical Event-
Driven Stochastic Networks, Covariance Matrix Adaptation Evolution Strategy, and Self-Organizing Neural
Networks have demonstrated increased scalability and adaptability in cloud computing and finance [62].

3. PROPOSED METHODOLOGY

The proposed methodology for detecting fraud in financial transactions serves as a systematic organized
procedure is shown in Fig. 1. The method includes collection of information from banking transaction records,
which in turn serves as the basis of the whole procedure. Here, the notion is that thorough data preparation is the
act of preparing acquired data for modeling through actions like cleansing data, feature engineering, or encoding
categorical variables. Feature selection is then conducted using RFE to eliminate redundant or unnecessary
features in order to ensure that only the most crucial features are used for model training. Subsequently, it
deploys the model on AWS for high availability and scalability.
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Figure 1:Fraud Detection System Workflow
The detection of fraud is performed using an MLP that learns complex patterns in the data and classifies
transactions as fraudulent or non-fraudulent. This model performance is evaluated using metrics such as
accuracy and Cohen's Kappa that lend insight into fraud detection capabilities. Thus, this mechanism guarantees
a very reliable and scalable mechanism for real-time detection of fraud in financial transactions.
3.1. Data Collection:

Data collection is perceived as the first and most important phase of any machine learning process. This
phase focuses on gathering financial transaction data from a variety of sources, including bank systems,
transaction logs, or client activity logs. The important characteristics of these data usually include:- Transaction
ID: acting as a unique identifier for each transaction; Customer Information: including Customer ID, Age,
Account Type, and which adds context about the customer involved; Transaction Amount: denoting the
monetary value of each transaction, with larger amounts being possible indicators of fraud; Payment Method:
indicating whether the transaction was made using a debit card, credit card, or bank transfer, with regard to the
possibility of each method being prone to fraud risk; and Fraud Indicator: a binary target label indicating 0 for
legitimate transaction and 1 for fraudulent transaction.

3.2. Data Pre processing
3.2.1 Data Cleaning : Addressing problems that can skew machine learning model training, such as duplicates,
missing data, and outliers, is known as data cleaning. Resolving these problems is essential to guaranteeing
precise model predictions.

Managing Missing Data: Prior to training a model, it is necessary to resolve missing values, which are
prevalent in real-world datasets. Various methods can be employed to impute or eliminate missing data,
depending on whether the characteristic is categorical or numerical.

Median Imputation: The median of the non-missing values can be used to fill in the missing values for
numerical features. When the missing information is random and does not induce bias, this method is

straightforward but effective.
Y. Non-missing Values (1)

Imputed Value =
mputed Value = =t Non-missing Values

Eliminate Outlier: Outliers could also bias statistical analysis and affect model training. To find outliers, the z-
score is calculated:
Z-score method: Outliers are defined as any data points that fall below the definite threshold.
X -w 2
g

7 =

3.2.2 Feature Engineering
Feature Engineering preparing input data while feature engineering converts unstructured data into useful
features that may help the model in pattern recognition, particularly in the case of fraud detection. Feature

349



W, : ISSN 2347-3657
, International Journal of

Information Technology & Computer Engineering Volume 11, Issue 4,2023

engineering includes the creation of new features or the modification of existing ones to better performance of
models and help the algorithm identify some of the significant indicators of fraudulent activity.

Transaction Frequency: Transaction Frequency is one of the most important scannable components of fraud
detection; it might also be understood as the number of transactions a customer has made within a specified
period. A fraudster often does more transactions within a short time span to test out several types of indicated
fraud operations. Thus, this feature might also act as a warning sign of the abnormal activity.

Transaction frequency is the number of transactions by a customer in a particular timeframe, for example: in a
day, week, or month, etc.

Number of Transactions 3)

Transaction Frequency = Time Period
ime Perio

3.2.3 Encoding Categorical Variables

Categorical variables (such as Payment Method or Customer Type) must be converted to numerical format
since most machine learning methods require numerical input. Popular means of encoding categorical variables
are One-Hot Encoding and Label Encoding. In One-Hot Encoding a binary column (0 or 1) is created for every
category in a categorical feature. For example, the three categories of the payment method variable-banking
transfer, debit card, and credit card-would have been converted into three columns. Hence, a payment method of
"Credit Card" will get encoded into [1,0,0]; "Debit Card" will be [0, 1, 0]; and "Bank Transfer" will be [0, 0, 1].

Payment Method ( Credit Card ) = [1,0,0] 4

3.3. Feature Selection
Recursive Features Elimination (RFE)

In kind of decision, RFE is a feature selection technique that eliminates features from the model
recursively and checks the performance for each removal. The procedure begins with all features and removes
the least important ones until the desired number of features is reached. In this way, RFE helps keep only the
most important features to ensure that the model works well without overfitting.

The RFE procedure: First start from every feature in the model, meaning all features have been included in the
model, and RFE evaluates how important each feature is with respect to the model's performance.

Performance analysis: RFE creates a model and assesses the strength of that model with some performance
metric such as cross-validation score, accuracy, or Fl-score. This is then trained on the former store of features
to be evaluated.

Shed the least significant feature: The feature that would have the least impact on the performance of the
model is then discarded.

Repeat: This process is repeated, rebuilding the model with the remaining features until the maximum number
of features required is reached.

Feature Ranking :

Evaluation for RFE - In RFE, the weight of each feature was used to assess its significance (for
linear models like the logistic regression model). The coefficient associated with the feature in a model is often
called the weight in case of a logistic regression model. For instance, for logistic regression, a feature's
importance is exactly proportional to the size of its weight.

Feature Importance =| Weight , | (5)

Weight ; is the term that corresponds to feature i in the model.
The absolute value of weight represents the importance of the feature. Features are considered important when
their weights are absolutely greater.
RFE ranks features based on these feature weights in order to identify the least significant ones, which are
eliminated in subsequent iterations.
3.4. Fraud Detection Model:
The MLP is a fraud detection model. A MLP is applied in this process stage depending on selected
characteristics to detect fraudulent transactions. It is one of the prettiest and most popular feedforward neural
network types in machine learning, and MLP is also very good in the extraction of really complex patterns from
tabular data. With its exceptional ability to capture non-linear relationships between input data, it can be
excellent for fraud detection applications because many times the complex interactions between features
actually indicate the presence of a fraudulent action.

Multi-Layer Perceptron based Fraud Detection:

Input Layer: Transaction amount, client details, transaction time, payment method, and all feature-engineered
characteristics are currently included in the features fed into the input layer of MLP. Within this layer, each
neuron corresponds to one input variable and each similarly relates to another neuron. The model may thus
develop more complicated relations between the input features by linking these neurons with the neurons in the
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hidden layers. The input layer contains all the data that a model needs for further discovery and prediction as it
forms the starting point from which data moves through the neural network.

Hidden Layer: Hidden layers in an MLP extract complex representations and patterns from the input data.
These layers transform the data so that the model can recognize complex and often non-linear interactions. The
weights w;; define how strongly a neuron in a given hidden layer is connected to every neuron in the layer
above it. The activation function applied, such as Sigmoid, imparts non-linearity to the network, allowing the
model to gain an understanding of more complex patterns.

The output of a hidden layer neuron is expressed as:

n (6)
hl-=0' Z Wijx]'+bi
j=1

The output h; for the i-th hidden neuron. The input feature x; and the hidden neuron h; with weight w;;. The
bias term associated with the i-th neuron is b;. The activation function, o, is the Sigmoid and adds the non-
linearity in managing complex relationships. Since fraud usually generates non-linear patterns, applications of
Sigmoid help guarantee that the model is equipped to find non-linearities in the data, absolutely fundamental for
identifying fraudulent activities.

Output Layer: In the output layer, a binary classification represents a transaction as being either fraudulent (1)
or not (0). The output layer has only one neuron because fraud detection is a binary classification task. The
weighted sum of its inputs is converted into a probability from 0 to 1 by the application of the Sigmoid function
by this output neuron. This probability indicates the possibility of fraudulence, where a value close to 1 means
higher chances of fraud and closer to 0 means a valid transaction.

The equation for the output layer is:
m
(7
5) =0 Z Wihi +b
i=1

This is the expected probability J of fraud in a range of 0-1. The prior hidden layer output and the weights are
denoted as h; and w;. The bias term for the output neuron is denoted as b. The input combinations that are
passed through the Sigmoid activation function o to produce a probability are defined by
The definition of the sigmoid function is:

1 ®)
1+e™™

o(x) =

It ensures that its output would be restricted to between 0 and 1 probability values, where 0 presents a case of no
fraud while a case of a score close to 1 represents high possibilities of fraudulently obtaining what was honest-
to-goodness earned.
The training of an MLP involves the adoption of a Stochastic Gradient Descent (SGD) optimisation to adjust the
weights w;; and biases b;. In binary classification problems like fraud detection, a loss function typically Binary
Cross-Entropy needs to be minimized.
The Binary Cross-Entropy Loss is computed as follows:

L = —[ylog(¥) + (1 — y)log(1 - y)] )
The loss function measures the distance between the predicted outcome and the actual labels, and the model
adjusts weights and biases to minimize this error. y denotes the actual label (0 for non-fraudulent and 1 for
fraudulent); y indicates the predicted likelihood of fraud.

4. RESULTS AND DISCUSSIONS:
In the Results and Discussion section, the efficacy of the fraud detection model is validated considering a
dataset of banking transactions where transaction amount, client particulars, payment types, and transaction time
are there. The results show that model accuracy and performance have been improved using feature selection
methods such as RFE. The dataset was then used to analyze these transactions to determine whether they were
fraudulent.
Table 1: Feature Importance Scores

Feature Importance Score
Transaction Amount 0.45
Transaction Type 0.38
Customer Age 0.3
Payment Method 0.25
Transaction Time 0.22
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Previous Fraud

History 0.18

Table 1 and Figure 2 summarize the importance score to the fraud detection model. According to the table, the
highest rank of 0.45 in fraud detection belongs to transaction amount. Following this, the most important among
factors is transaction type, with a score of 0.38. Likewise, customer age is 0.3 and payment method is 0.25. The
least relevant is an 0.18, previous fraud history; next is transaction time; and so on. This distribution highlights

the features most relevant to the detection of fraudulent transactions.
Feature Importance Scores

Previous Fraud History §

Transaction Time 4

Payment Method

Features

Customer Age -

Transaction Type 1

Transaction Amount

0.0 0.1 02 03 0.4 05
Importance Score

Figure 2: Feature Importance Score.

Table 2: Performance Evaluation

Without With
RFE RFE
Accuracy 0.95 0.97
Cohen's 0.89 0.02
Kappa
Precision 0.94 0.96
Recall 0.92 0.95
F1-Score 0.93 0.95
AUC-
ROG 0.96 0.98

Both Tab. 2 and Fig. 3 display a comparison of the performance of the fraud detection model with and without
RFE. Under all of the metrics used, the recursive feature elimination model outperformed the one without RFE
processing. An increase in accuracy from 0.95 to 0.97 indicates an overall better performance of feature
selection. The increase in Cohen's Kappa from 0.89 to 0.92 indicates greater agreement between actual and
projected values.
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Figure 3: Performance Evaluation
In parallel, improved performance in precision, from 0.94 to 0.96, and in recall, from 0.92 to 0.95, indicates
enhanced balance concerning false positives and false negatives. More support for the argument that RFE has
improved model performance comes from an increase in F1-Score, from 0.93 to 0.95, and in AUC-ROC score,
from 0.96 to 0.98.

5. CONCLUSIONS

This study demonstrates RFE improves the performance of a MLP model for fraud detection in banking
transactions. The model was facilitated in improving its fraud detection capabilities by focusing on the most
significant features as proved by the significant increase in accuracy from 0.95 to 0.97 and Cohen's Kappa from
0.89 to 0.92 due to RFE. The results indicate that transaction type, transaction value, and age of the client were
found to be the most important characteristics, thus emphasizing the pivotal role of these in distinguishing
between genuine and fraudulent transactions. For real-time fraud detection systems, the use of feature selection
was instrumental in providing better generalization and lesser data complexity. RFE enhancing performance
shows the importance of feature engineering and selection with respect to forecast accuracy. In the future, the
work will focus on evolving even better techniques to prevent the model from fading with new fraud
configurations in dynamic financial settings, combining advanced feature selection techniques like LASSO
regularization or genetic algorithms.
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