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Abstract: A deep learning-based approach to 
identifying persons with impairments is necessary to 
enhance accessibility and promote inclusion across 
diverse contexts.   To make sure that identification 
and recognition are accurate, a robust base is built 
using many YOLO models (v5s, v7-tiny, v8, v5x6, and 
v9) and advanced object detection algorithms like 
FastRCNN and FasterRCNN.   These models employ 
cutting-edge architectures to improve detection skills, 
with a focus on accuracy and speed in real time.   
The latest versions of YOLO and FasterRCNN work 
together to allow for detailed analysis and detection 
in a range of situations, making sure that the findings 
are always correct.   The YOLO series of models is 
great for fast processing photos without losing 
accuracy, which makes it perfect for usage in 
changing environments.   We will utilize the Flask 
framework to create an easy-to-use front end that lets 
people log in securely.   This method aims to help and 
keep an eye on individuals with disabilities by better 
allocating resources and making decisions based on 
good information in accessibility initiatives. This will 
lead to a more inclusive society. 
 
Index Terms— Object Detection, YOLOv8, YOLOv5, 
YOLOv7, Mobility Aids, Differently-Abled, Deep 
Learning, Real-Time Detection, Surveillance, 
Precision, Recall, mAP, F1-Curve, PR-Curve, Flask 
Framework, User Authentication, Disabilities 
Identification. 
 

1. INTRODUCTION 
It's hard for machines to detect the difference 
between and sort out distinct objects in an image.   
item detection is the process of locating and 
recognizing an item in an image or video in computer 
vision.   But there has been a lot of effort on object 
detection in the previous several years.   Object 
detection is made up of three main parts: feature 
extraction and processing, and object categorization.   
There are a lot of ways to do this, such feature 
coding, feature aggregation, bottom feature 
extraction, and feature categorization.  All of these 
strategies performed well for object detection, and 
feature extraction is particularly crucial for both 
object detection and process recognition.   For many 

diverse purposes, such monitoring, detecting disease, 
identifying cars, and finding items in water, object 
detection is highly significant.   To discover things 
correctly and successfully in diverse contexts, many 
ways have been used.   Still, many proposed 
approaches have issues with being unclear and not 
effective.   Machine learning and deep neural network 
technologies, on the other hand, are better at 
addressing errors with object recognition and making 
these fears go away. 
 

2. LITERATURE SURVEY 
 

2.1 A Comprehensive Review of YOLO 
Architectures in Computer Vision: From 
YOLOv1 to YOLOv8 and YOLO-NAS: 
Now, YOLO is the dominant technology for 
identifying objects in real time for robotics, self-
driving cars, and video surveillance.   We take a close 
look at the growth of YOLO, looking at the 
improvements and new features in each iteration, 
from the first YOLO to YOLOv8, YOLO-NAS, and 
YOLO with transformers.   We start by talking about 
the usual metrics and postprocessing methods. Then, 
we look at the big changes in network design and 
training methods for each model.   Finally, we speak 
about what we learnt from developing YOLO and its 
future. We also suggest several study areas that might 
make real-time object detection systems better. 
 
2.2 YOLOv7: Trainable Bag-of-Freebies Sets New 
State-of-the-Art for Real-Time Object Detectors: 
Real-time object identification is one of the most 
significant areas of research in computer vision.   We 
have identified two research concerns arising from 
the continuous advancement of innovative methods in 
architectural and training optimization.   We provide 
a trainable bag-of-freebies-based technique to deal 
with the problems.   We apply the suggested design 
and the compound scaling approach, as well as the 
training tools that are both flexible and effective.   
YOLOv7 is the best object detector since it works 
quicker and more accurately than any other.  It can 
find things at speeds between 5 and 120 frames per 
second (FPS) and has the highest accuracy (56.8% 
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AP) of any known real-time object detector with a 
GPU V100 that runs at 30 FPS or higher. 
 
2.3 RTF-RCNN: An Architecture for Real-Time 
Tomato Plant Leaf Diseases Detection in Video 
Streaming Using Faster-RCNN: 
People today believe that vegetables are a very 
important part of many diets.   Even though anybody 
may produce their own veggies in their home kitchen 
garden, tomatoes are the most frequent vegetable 
harvest and can be used in practically any cuisine.   
Tomato plants get ill as they are growing, much like a 
lot of other crops.   If tomato farmers don't pay 
attention to how to manage illnesses, 40–60% of the 
plants in the field might go sick.   These diseases can 
hurt tomato plants a lot.   We need a decent approach 
to discover these problems, though.   Researchers 
have proposed many techniques for detecting these 
plant diseases, including vector machines, artificial 
neural networks, and Convolutional Neural Network 
(CNN) models.   In the past, the benchmark feature 
extraction method was used to detect illnesses.   A 
novel model dubbed the real-time faster region 
convolutional neural network (RTF-RCNN) model 
was recommended for this field of study that looks 
for illnesses in tomato plants.  It employed both still 
images and live video.   We used a lot of different 
traits, such as precision, accuracy, and recall, to 
compare the RTF-RCNN to the Alex net and CNN 
models.   In the end, the proposed RTF-RCNN is 
97.42% correct.  The Alex net and CNN models were 
96.32% and 92.21% accurate, thus this is superior. 
 
2.4 PP-YOLOE: An evolved version of YOLO: 
This report is about PP-YOLOE.  It is a state-of-the-
art object detector for use in business that works 
effectively and is simple to install.   We make the 
previous PP-YOLOv2 better by using an anchor-free 
model, a stronger backbone and neck using 
CSPRepResStage, ET-head, and the dynamic label 
assignment method TAL.   We have s/m/l/x models 
for a lot of different practice settings.   On the COCO 
test-dev, PP-YOLOE-l gets 51.4 mAP, while on the 
Tesla V100, it gets 78.1 FPS.  This is a big step 
higher from the greatest industrial models before, PP-
YOLOv2 and YOLOX, which had a +1.9 AP and 
+13.35% speed up and a +1.3 AP and +24.96% speed 
up, respectively.   Also, when utilizing TensorRT 
with FP16-precision, PP-YOLOE can make 
inferences at a pace of 149.2 FPS.   We also test our 
designs a lot to make sure they work. 
 
2.5 A Two-Stage Industrial Defect Detection 
Framework Based on Improved-YOLOv5 and 
Optimized-Inception-ResnetV2 Models: 

This study presents a Two-Stage Industrial Defect 
Detection Framework utilizing Improved-YOLOv5 
and Optimized-Inception-ResnetV2 to enhance the 
currently inadequate accuracy in identifying faults 
inside domestic enterprises.  The framework employs 
two specific models to execute location and 
classification functions.   We improve YOLOv5 by 
changing the backbone network, the feature scales of 
the feature fusion layer, and the multiscale detection 
layer. This makes the first-stage recognition better at 
recognizing small flaws on the steel surface that are 
quite similar.   We incorporated the convolutional 
block attention module (CBAM) attention 
mechanism module to the Inception-ResnetV2 model 
to help the second-stage recognition detect faulty 
features and produce correct classifications.  After 
that, we made the correct model's network 
architecture and loss function better.   We ran a bunch 
of experiments on the Improved-YOLOv5 and 
Inception-ResnetV2 utilizing the Pascal Visual 
Object Classes 2007 (VOC2007) dataset, the public 
dataset NEU-DET, and the optimized dataset 
Enriched-NEU-DET.   The testing reveal that the 
difference is obvious.   To validate the efficacy and 
flexibility of the two-stage architecture, we first 
perform experiments utilizing the Enriched-NEU-
DET dataset, followed by the use of the AUBO-i5 
robot, Intel RealSense D435 camera, and other 
industrial steel equipment to create genuine industrial 
situations.   A two-stage framework works well in 
testing, with a mean average precision (mAP) of 
83.3% on the Enriched-NEU-DET dataset and 91.0% 
on the industrial fault scenario we built. 
 

3. METHODOLOGY 
The suggested system begins with a dataset of 4,300 
photographs and 8,447 labels across five types of 
mobility aids.  The photos are scaled, normalized, 
and added to the model to make it stronger.   The 
optimum hyperparameters for the YOLOv5, 
YOLOv7, and YOLOv8 models are learned using 
this dataset such that they can find and classify 
objects at the same time.   We score the models using 
things like accuracy, recall, mean average precision 
(mAP), F1-Curve, PR-Curve, and detection time.   
YOLOv8 is used to keep an eye on and find persons 
with disabilities and their assistive devices in video 
feeds in real time.   There are even more complicated 
variants, such as YOLOv5x6 and YOLOv9. There is 
also a Flask-based front end with user authentication 
for safe and simple testing.  This guarantees that the 
system will function properly in a range of situations. 
 
A. Proposed Work: 
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The proposed study attempts to improve the 
identification and monitoring of people with 
impairments by using more complex versions of the 
YOLO architecture, such as YOLOv5x6 and 
YOLOv9.  These models are used to make detection 
more accurate, recall more accurate, and overall 
performance better in a variety of real-world 
situations.  The system can more accurately identify 
mobility aids like wheelchairs, crutches, prosthetics, 
and other assistive devices by using the strengths of 
these advanced models. This fixes problems with 
earlier versions of YOLO and makes sure that 
detection works well even in crowded or complicated 
situations. 
 Along with improving the models, a user-friendly 
front end is built with the Flask framework. This 
allows users to log in securely.  This interface makes 
it easy to test and deploy the detection system. Users 
may submit video streams, see real-time detection 
results, and look at performance data.  The system is 
good for real-time monitoring and helping people 
with disabilities since it uses the latest YOLO models 
and has an easy-to-use front end. This makes it both 
very accurate and very useful. 
 
B. System Architecture: 
The system architecture for finding and following 
people with impairments uses powerful deep learning 
models and real-time video processing.  The 
architecture starts with video streams from security 
cameras or uploaded video files. These streams are 
then preprocessed by resizing, normalizing, and 
augmenting them to make sure they are consistent 
and strong.  YOLO-based models (YOLOv5, 
YOLOv7, YOLOv8, and extensions YOLOv5x6 and 
YOLOv9) take the processed frames and use them to 
find and classify objects so they can find people and 
their assistance equipment.  For accurate tracking in 
changing settings, each model produces bounding 
boxes with class names, confidence ratings, and 
tracking IDs. 
 A Flask-based front end analyzes and shows the 
detection outputs in real time, showing discovered 
objects along with performance measures like 
accuracy, recall, mAP, and FPS.  User identification 
makes sure that only authorized people may use the 
system. This lets them safely control video inputs and 
keep track of people.  The system offers scalable 
deployment for many cameras or video sources, 
providing full monitoring and assistance for 
differently-abled persons while retaining high 
accuracy and efficiency across various settings. 

 
Fig proposed architecture 

C. MODULES: 
1. Dataset Collection and Annotation 

 Collect images of individuals with 
disabilities using mobility aids. 

 Annotate images with labels for categories 
like wheelchair, crutches, prosthetics, and 
other aids. 

2. Data Preprocessing 
 Resize, normalize, and augment images 

(flip, rotate, scale, brightness adjustment). 
 Prepare data for efficient training and reduce 

overfitting. 
3. Model Training 

 Train YOLOv5, YOLOv7, YOLOv8, 
YOLOv5x6, and YOLOv9 models. 

 Optimize hyperparameters such as learning 
rate, batch size, and epochs. 

4. Object Detection and Classification 
 Perform real-time detection of individuals 

and their mobility aids. 
 Generate bounding boxes, class labels, and 

confidence scores. 
5. Performance Evaluation 

 Evaluate models using precision, recall, 
mAP, F1-Curve, PR-Curve, and FPS. 

 Compare models to select the most accurate 
and efficient one. 

6. Real-Time Deployment 
 Deploy the best-performing model for live 

video streams. 
 Track individuals and mobility aids across 

frames in real-time. 
7. Front-End Interface 

 Develop a Flask-based interface for 
uploading videos and viewing results. 
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 Include user authentication for secure access 
and testing. 

D. Algorithms: 
a) Fast R-CNN 

Fast R-CNN is a region-based convolutional neural 
network designed to improve object detection 
accuracy. It works by first generating region 
proposals using selective search and then extracting 
features from each region via a CNN. These features 
are classified into object categories, and bounding 
boxes are refined to accurately localize objects within 
images. Fast R-CNN reduces computational 
redundancy by sharing convolutional features across 
regions, resulting in faster training and higher 
precision compared to traditional R-CNN. 

b) Faster R-CNN 
Faster R-CNN enhances Fast R-CNN by integrating a 
Region Proposal Network (RPN) to generate 
candidate object regions directly from convolutional 
feature maps. This eliminates the need for external 
region proposal algorithms, significantly speeding up 
detection while maintaining high accuracy. It 
performs simultaneous object classification and 
bounding box regression, making it suitable for 
detecting multiple objects in complex scenes, 
including individuals and their assistive devices in 
surveillance applications. 

c) YOLOv5s 
YOLOv5s is a lightweight, single-stage object 
detector optimized for speed and efficiency. It divides 
the input image into grids and predicts bounding 
boxes and class probabilities directly in a single 
forward pass. YOLOv5s provides real-time detection 
capabilities while maintaining good precision, 
making it suitable for tracking individuals with 
disabilities and their mobility aids in live video 
streams. 

d) YOLOv7-tiny 
YOLOv7-tiny is a compact version of the YOLOv7 
architecture designed for fast inference with limited 
computational resources. Despite its smaller size, it 
maintains competitive accuracy for object detection. 
YOLOv7-tiny is particularly useful in applications 
requiring real-time performance on devices with 
lower processing power, such as edge devices or 
embedded systems for monitoring mobility aids. 

e) YOLOv8 
YOLOv8 is the latest YOLO iteration that 
incorporates architectural improvements for enhanced 
detection accuracy, recall, and processing speed. It 
efficiently handles complex scenarios and 
overlapping objects, providing robust real-time 
detection for individuals with disabilities. YOLOv8’s 
improvements make it superior in detecting small or 

partially occluded objects compared to previous 
YOLO versions. 

f) YOLOv5x6 
YOLOv5x6 is an extended version of YOLOv5 with 
increased network depth and parameters, designed to 
improve detection performance on larger datasets. It 
offers higher precision and recall, making it effective 
for identifying a wide range of mobility aids under 
diverse conditions. YOLOv5x6 balances accuracy 
and inference speed, suitable for applications 
requiring detailed detection results. 

g) YOLOv9 
YOLOv9 represents the newest advancement in 
YOLO architectures, featuring state-of-the-art 
network enhancements for maximum precision and 
robustness. It excels in real-time detection tasks, 
providing improved handling of multiple objects, 
complex backgrounds, and dynamic environments. 
YOLOv9 ensures high reliability in monitoring 
differently-abled individuals across varied 
surveillance scenarios. 

4. EXPERIMENTAL RESULTS 
The suggested approach was tested using 4,300 
photos and 8,447 tagged cases from five mobility 
assistance categories.  To guarantee fair comparison, 
YOLOv5, v7, v8, v5x6, and v9 were trained and 
evaluated under identical settings.  Precision, recall, 
mean average precision (mAP@0.5, mAP@0.5:0.95), 
F1-score, PR-Curve, and detection time in FPS were 
evaluated. 
 YOLOv8 had the greatest precision (0.907) and 
wheelchair detection accuracy (0.998).  In recall, 
YOLOv8 scored 0.943, outperforming 0.885 and 
0.925 for YOLOv5 and 0.906.  YOLOv8 has 
mAP@0.5 of 0.951, followed by 0.954 for YOLOv7 
and 0.942 for YOLOv5.  For expanded models, 
YOLOv5x6 and YOLOv9 increased detection in 
challenging circumstances, with YOLOv9 attaining 
the highest FPS of 172 for real-time performance. 
 More accurate and efficient than earlier versions, 
YOLOv8 and YOLOv9 can recognize and track 
disabled people and their mobility aids in real time.  
This shows that the suggested approach for real-
world monitoring is resilient and reliable. 
 Accuracy: The accuracy of a test is its ability to 
differentiate the patient and healthy cases correctly. 
To estimate the accuracy of a test, we should 
calculate the proportion of true positive and true 
negative in all evaluated cases. Mathematically, this 
can be stated as: 
 Accuracy = TP + TN TP + TN + FP + FN. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑁 + 𝑇𝑃)

𝑇
 

F1-Score: F1 score is a machine learning evaluation 
metric that measures a model's accuracy. It combines 
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the precision and recall scores of a model. The 
accuracy metric computes how many times a model 
made a correct prediction across the entire dataset. 

𝐹1 = 2 ⋅
(𝑅𝑒𝑐𝑎𝑙𝑙 ⋅ Pr 𝑒 𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 + Pr 𝑒 𝑐𝑖𝑠𝑖𝑜𝑛)
 

Precision: Precision evaluates the fraction of 
correctly classified instances or samples among the 
ones classified as positives. Thus, the formula to 
calculate the precision is given by: 
Precision = True positives/ (True positives + False 
positives) = TP/(TP + FP) 

Pr 𝑒 𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 

Recall: Recall is a metric in machine learning that 
measures the ability of a model to identify all 
relevant instances of a particular class. It is the ratio 
of correctly predicted positive observations to the 
total actual positives, providing insights into a 
model's completeness in capturing instances of a 
given class. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝐹𝑁 + 𝑇𝑃)
 

 
T 1. Performance Evaluation 

 
Fig 1. Upload Image  

 
Fig.2. Predicted Results 

5. CONCLUSION 
This research illustrates the efficacy of sophisticated 
YOLO models in identifying and monitoring persons 
with impairments and their mobility aids.  YOLOv8 
and YOLOv9 were the best models overall, with the 
best accuracy, recall, and real-time performance. 
They were better than older versions like YOLOv5, 
YOLOv7, and Fast/Faster R-CNN.  The system's 
usability and security are improved even more by 
adding a Flask-based front end with user 
authentication.  Overall, the suggested method offers 
a dependable, effective, and useful way to keep an 
eye on and help people with disabilities in a variety 
of settings. 

6. FUTURE SCOPE 
This study can be expanded in the future by adding 
multimodal data sources like infrared and depth 
sensors to improve detection accuracy in low-light or 
blocked environments.  The system may potentially 
be enhanced to include behavior analysis and 
movement pattern identification to help with targeted 
healthcare and safety monitoring.  More work to 
make YOLOv9 better with lightweight architectures 
might make it possible to use it for large-scale real-
time surveillance on edge and IoT devices.  Also, 
adding cloud-based storage and analytics will let you 
keep learning and getting better by automatically 
updating your datasets. 
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