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Abstract: By combining state-of-the-art data 
augmentation, ensemble learning, and deep learning 
approaches, the extended system for classifying fake 
news hopes to conquer the obstacles presented by 
small text datasets and intricate language patterns.  
In order to increase variety and decrease overfitting, 
text augmentation strategies including Function 
Word Reduction, Synonym Replacement, and Back 
Translation are utilized to broaden the training 
corpus.  To further improve the capture of significant 
word associations and contextual information, the 
Word2Vec Skip-gram model is used to convert the 
enhanced text into numerical representations that are 
rich in semantic information. 
 The enhanced system improves classification 
performance by combining deep learning 
architectures that offer strong feature extraction and 
better decision-making skills with powerful ensemble 
algorithms including LightGBM, CatBoost, and 
XGBoost.  By absorbing intricate patterns that more 
conventional ML models miss, these models 
dramatically improve accuracy, precision, recall, and 
F1-score.  More than that, a graphical user interface 
built on Flask is created to give people an easy-to-
use platform where they can input news stories and 
have them categorized instantly.  An accurate, 
scalable, and practically useful solution for 
trustworthy false news detection across various 
digital platforms is provided by the extended system 
through the integration of augmentation, advanced 
modeling, and user-centered design. 
Index terms - Fake News Detection, Text Data 
Augmentation, Word Embedding, Word2Vec Skip-
gram, Back Translation, Synonym Replacement, 
Function Word Reduction, Machine Learning 
Classifiers, Natural Language Processing, WEL Fake 
News Dataset. 
 

1. INTRODUCTION 
As online media continues to expand at a dizzying 
rate, false information can more easily circulate on 
social media, swaying public opinion and having far-
reaching effects on society, politics, and the 
economy.  The complicated structure of language 

patterns and the scarcity of datasets make it difficult 
for traditional machine learning methods to detect  
 
such false information.  The enhanced system 
overcomes these shortcomings by integrating state-
of-the-art data augmentation methods with robust 
ensemble and deep learning models for enhanced text 
analysis. 
 To reduce overfitting and improve the model's 
generalizability, this expanded strategy uses 
techniques including Function Word Reduction, 
Synonym Replacement, and Back Translation to 
diversify and enlarge the dataset.  For better 
prediction results, non-linear interactions are captured 
by integrating ensemble algorithms like XGBoost, 
LightGBM, and CatBoost.  To further guarantee a 
more profound semantic comprehension of news 
content, deep learning models also analyze enhanced 
word embeddings produced by the Word2Vec Skip-
gram approach. 
 An easy-to-use Flask interface is built into the 
system so that users may input or upload news 
information and get instant classification results.  
Thanks to its real-time interaction capability, this 
solution is great for classrooms, labs, and actual 
deployments.  In sum, the upgraded system offers a 
user-friendly, highly accurate, and extensible 
framework to enhance the identification of false news 
in the rapidly evolving digital landscape of today. 
 

2. LITERATURE SURVEY 
2.1 On the use of text augmentation for stance and 
fake news detection: 
https://www.tandfonline.com/doi/full/10.1080/2475
1839.2023.2198820   
ABSTRACT: Data augmentation's (DA) main 
objective is to provide fresh training instances by 
modifying the current ones.   Some of the well-
known benefits of DA include: (i) more 
generalizability; (ii) no data scarcity; and (iii) aid in 
resolving issues of class imbalance.   In this research, 
we take a look at how DA may be used to identify 
stances and fake news.   In the initial part of our 
study, we examine the effects of various DA methods 
on the performance of well-known classification 
algorithms.   The adage "the more, the better" is false, 
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and our research shows that there isn't a universally 
applicable technique for text augmentation.   Part two 
of our work presents a novel augmentation-based 
ensemble learning approach that makes advantage of 
our study's findings.   The proposed approach 
enhances the ensemble's prediction performance by 
using text enrichment to boost the precision and 
diversity of base learners.   In the third component of 
our work, we conduct an empirical investigation into 
the use of DA to tackle the problem of class 
imbalance.   Instance and false news identification 
algorithms are often skewed due to class imbalance.   
We show that text augmentation can help with both 
moderate and severe imbalance in this study. 
3.2 Text Data Augmentation Techniques for Fake 
News Detection in the Romanian Language: 
https://www.mdpi.com/2076-3417/13/13/7389    
ABSTRACT: Using a Romanian data source, several 
classifiers, and text data augmentation approaches, 
this work aims to explore the construction of a fake 
news detection system.   The research focuses on text 
data augmentation tactics to make false news 
detection tasks more successful.   This study presents 
two approaches to identify fake news using content 
and context factors from the Factual.ro data 
collection.   We accomplished this by making use of 
two data augmentation techniques, Back Translation 
(BT) and Easy Data Augmentation (EDA), to boost 
the performance of the models.   When the BT and 
EDA methods were applied correctly, the classifiers 
used in our study showed improved performance.   
Regardless of whether data augmentation is used or 
not, our content-based technique produced the 
highest accuracy, precision, F1 score, and Kappa, 
proving that an Extra Trees Classifier model is the 
most effective.   In the context-based experiment, the 
Random Forest Classifier with BT yielded the best 
overall results in terms of recall, accuracy, F1 score, 
and Kappa.   Furthermore, we found that BT and 
EDA improved the AUC ratings of all models in both 
the content-based and context-based datasets. 
3.3 Optimizing fake news detection for Arabic 
context: A multitask learning approach with 
transformers and an enhanced Nutcracker 
Optimization Algorithm: 
https://www.sciencedirect.com/science/article/abs/
pii/S0950705123007736   
ABSTRACT: The alarming proliferation of 
misinformation is a direct outcome of the lightning-
fast dissemination of content and news on social 
media.   A major risk to public safety and health is 
the dissemination of false information.   To address 
this critical issue, we provide a new framework for 
disinformation detection that combines meta-heuristic 

and multi-task learning (MTL) techniques.   Our 
approach integrates state-of-the-art pre-trained 
Transformer-based models with the capabilities of an 
MTL technique to enable the extraction of rich 
contextual data from Arabic social media postings.   
An improved feature selection (FS) model is fed 
these contextual data using a modified Nutcracker 
Optimisation Algorithm.   Following an exhaustive 
examination of several datasets containing Arabic 
social media posts, our proposed technique yields 
remarkable outcomes.   The fact that our method has 
69% accuracy for multi-classification and 87% for 
binary classification is notable.   Additionally, when 
compared to existing algorithms, the newly 
developed method outperforms them all.   A potent 
tool in the battle against the spread of 
misinformation, our results demonstrate the efficacy 
of our disinformation detection approach.   We can 
safeguard public health and give people reliable 
information by bringing attention to the truth in the 
midst of the flood of social media disinformation. 
3.4 Multimodal fake news detection through data 
augmentation-based contrastive learning: 
https://www.sciencedirect.com/science/article/abs/
pii/S1568494623001436   
ABSTRACT: In today's era of rapid information 
dissemination, it is possible to manipulate news 
stories in order to increase one's social impact.   But 
false or unverified news may also spread dishonestly 
and have negative consequences, such leading people 
to make poor decisions or even put their health at 
risk.   To differentiate between various forms of 
disinformation, several methods for detecting fake 
news have been developed.  Unfortunately, due to 
their small data sets and lack of multimodal 
information, the majority of these approaches have 
low detection effectiveness.   Our solution is a novel 
ML framework we call TTEC, which stands for 
BERT-based back-Translation Text and Entire-image 
multimodal model with Contrastive learning.   The 
news material is initially back-translated so that the 
framework can comprehend certain general aspects of 
a specific topic.   Furthermore, visual and textual data 
are fed into a BERT-based model in order to produce 
multimodal traits.   The third way to build better 
multimodal representations is to apply contrastive 
learning to previously published news stories that are 
similar.   Finally, extensive testing are conducted to 
demonstrate the effectiveness of the proposed 
framework, and the results show that our method 
outperforms the state-of-the-art methods on Mac F1 
scores by 3.1%. 
3.5 Augmentation-Based Ensemble Learning for 
Stance and Fake News Detection: 
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https://link.springer.com/chapter/10.1007/978-3-
031-16210-7_3    
ABSTRACT: Data augmentation refers to an 
unsupervised approach to expanding training data 
sets by making small adjustments to existing datasets.   
Data augmentation helps with data scarcity and also 
improves the diversity of training data, which makes 
models better at generalizing to new data.   Here, we 
take a look at how text data augmentation may be 
used to spot biased reporting and misinformation.   
Within the initial portion of our study, we examine 
the effects of several text augmentation techniques on 
the performance of well-known classification 
systems.   Along with finding the optimal 
combinations of classification algorithms and 
augmentation approaches, our study disproves the 
notion that "the more, the better" applies to text 
augmentation and demonstrates that there is no 
universally applicable strategy.   In the second part of 
our work, we take use of our study's findings to 
propose an innovative augmentation-based ensemble 
learning method that merges bagging and stacking.   
The proposed approach enhances the ensemble's 
prediction performance by using text enrichment to 
boost the precision and diversity of base learners.   
Predictions made using our ensemble learning 
approach on two real-world datasets have shown 
encouraging results. 
 

3. METHODOLOGY 
i) Proposed Work: 
The upgraded suggested system incorporates deep 
learning models and powerful ensemble algorithms 
including LightGBM, CatBoost, and XGBoost, 
expanding upon previous work on text data 
augmentation.  The enhanced dataset that is produced 
by Synonym Replacement (SR), Back Translation 
(BT), and Function Word Reduction (FWD) may be 
better learned with the help of these advanced 
approaches.  To capture deep semantic linkages, the 
supplemented text is converted into numerical vectors 
using the Word2Vec Skip-gram model.  Classifiers 
are now better able to identify false news because to 
this revamped design, which takes into account the 
complex manipulations and contextual subtleties 
typical of misleading information. 
 A user-friendly interface is created utilizing the 
Flask web framework to enhance accessibility and 
usability.  Anyone may use this interface to type in or 
submit news stories, and they'll get instantaneous 
feedback on the authenticity of the information.  
Incorporating additional models or bigger datasets in 
the future is made easy by the system's modular 
design, which also guarantees easy scalability.  All 

things considered, the upgraded system's goal is to 
offer an effective, scalable, and user-friendly solution 
for detecting false news, with better precision, 
flexibility, and engagement. 
ii) System Architecture: 
Preprocessing data, augmenting text, extracting 
features, and classifying data are the four primary 
parts of the system design.  Tokenization, stop-word 
elimination, and normalization are the first steps in 
preprocessing raw news items.  The next step is to 
apply augmentation techniques like Function Word 
Reduction (FWD), Synonym Replacement (SR), and 
Back Translation (BT) to make the data more diverse.  
In order to capture semantic links, the Word2Vec 
Skip-gram model is used to turn the original and 
enhanced texts into word embeddings.  A group of 
machine learning and ensemble classifiers, which 
include Random Forest, SVM, Logistic Regression, 
Naïve Bayes, XGBoost, LightGBM, and CatBoost, 
are fed these vectorized characteristics in order to 
classify bogus news.  The end-to-end pipeline (data 
input -> prediction output) is completed by a Flask-
based user interface that allows user input and shows 
results in real-time. 

 
Fig 1 Proposed architecture 

iii) Modules: 
 Data loading: We will import the dataset using 

this module. 
 Text Data Processing: Lemmatisation, 

stemming, and stop word removal are all part of 
text data processing. By standardising the text, 
this preprocessing procedure improves the 
calibre and applicability of the data for 
categorisation. 

 Visualization: The distribution of false and 
authentic news in the dataset may be better 
understood with the help of visualisation. An 
understanding of the content of the dataset may 
be obtained by creating graphs that show the 
different sorts of news and their numbers, which 
makes analysis easier. 

 Vectorization (Word to Vector): Using 
techniques such as Word2Vec, vectorisation 
converts text into numerical representations. 
Word vectors are created using the Skip-gram 
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paradigm, which enables algorithms to handle 
textual material efficiently by identifying 
semantic associations. 

 Data Augmentation: The dataset is improved 
via data augmentation methods as Reduction of 
Function Words, Back Translation, and 
Synonym Replacement. By adding variation to 
the training data, these techniques enhance the 
classification models' accuracy and resilience. 

 Splitting data into train & test: Data will be 
separated into train and test using this module. 

 Service Classification: In this module, user can 
upload the data. 

 Final Outcome: final predicted displayed 
iv) Algorithms: 
SVM: Support Vector Machine (SVM) classifies text 
data by finding the optimal hyperplane that separates 
different classes. It leverages various techniques like 
the Original Corpus, Synonym Replacement (SR) 
Corpus, Reduction of Function Words (FWD) 
Corpus, and Back Translation (BT) Corpus to 
improve accuracy, ensuring robust classification of 
fake and real news. 
Bernoulli Naive Bayes: Bernoulli Naive Bayes 
employs a probabilistic approach to classify text data 
based on word presence or absence. It effectively 
utilizes the Original Corpus, Synonym Replacement 
(SR) Corpus, Reduction of Function Words (FWD) 
Corpus, and Back Translation (BT) Corpus to 
enhance performance metrics, yielding reliable 
results in distinguishing fake news from real news. 
Logistic Regression: Logistic Regression predicts 
binary outcomes, making it suitable for classifying 
news as fake or real. By incorporating the Original 
Corpus, Synonym Replacement (SR) Corpus, 
Reduction of Function Words (FWD) Corpus, and 
Back Translation (BT) Corpus, it improves 
classification accuracy and interprets the impact of 
different text augmentations on model performance. 
Random Forest: Random Forest is an ensemble 
learning method that constructs multiple decision 
trees for classification tasks. By utilizing the Original 
Corpus, Synonym Replacement (SR) Corpus, 
Reduction of Function Words (FWD) Corpus, and 
Back Translation (BT) Corpus, it enhances 
classification accuracy and robustness against 
overfitting, effectively distinguishing between fake 
and real news. 
XGBoost: XGBoost is an advanced ensemble 
algorithm that uses gradient boosting to enhance 
prediction accuracy. Leveraging the Original Corpus, 
Synonym Replacement (SR) Corpus, Reduction of 
Function Words (FWD) Corpus, and Back 
Translation (BT) Corpus, it significantly improves 

performance metrics, proving highly effective in 
classifying news articles as fake or real. 
 

4. EXPERIMENTAL RESULTS 
The WEL Fake News dataset, which had been 
supplemented with several data augmentation 
techniques including Synonym Replacement (SR), 
Back Translation (BT), and Function Word 
Reduction (FWD), was used to test the expanded 
system.  The models' capacity to learn was enhanced, 
and dataset diversity was substantially enhanced, 
using these augmentation strategies.  All trials 
benefited from the rich semantic vector 
representations provided by the Word2Vec Skip-
gram embeddings that were created for the original 
and enhanced corpora. 
 To assess performance across different setups, deep 
learning models were trained alongside ensemble 
methods including LightGBM, CatBoost, and 
XGBoost.  When compared to more conventional 
classifiers, XGBoost outperformed the others in 
terms of accuracy on the original corpus.  With 
improved generalization and less overfitting, 
LightGBM and CatBoost did very well on updated 
datasets.  Additionally, the enhanced data helped 
deep learning models with feature extraction, which 
led to greater recall and F1-scores. 
 The Back Translation augmentation technique 
improved the performance of SVM, Naïve Bayes, 
and deep neural models among most classifiers, and 
it consistently produced superior results overall.  
More consistent and reliable classification results 
were obtained by combining BT-augmented data with 
ensemble techniques.  By augmenting the BT and 
FWD datasets using XGBoost and CatBoost, the 
system achieved its maximum accuracy of 92% to 
94%.  The use of data augmentation and sophisticated 
models improves the categorization of false news 
significantly, according to performance criteria such 
as accuracy, precision, recall, and F1-score. 
 Also, we evaluated a Flask-based interface for real-
time classification, and it turned out to be quite 
reliable and had little latency while making 
predictions.  The experimental findings demonstrate 
that the enhanced system can detect fake news in the 
real world with great effectiveness, accuracy, and 
scalability. 
Accuracy: A test's accuracy is determined by its 
capacity to distinguish between healthy and ill cases. 
To gauge the accuracy of the test, find the percentage 
of examined instances that had true positives and true 
negatives. According to the computations: 
Accuracy = TP + TN /(TP + TN + FP + FN) 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑁 + 𝑇𝑃)

𝑇
 

Precision: Precision is the number of affirmative 
cases or the classification's accuracy rate. The 
following formula is applied to assess accuracy: 
Precision = True positives/ (True positives + False 
positives) = TP/(TP + FP) 

Pr 𝑒 𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 

Recall: A model's ability to recognise every instance 
of a pertinent machine learning class is measured by 
its recall. The ratio of accurately predicted positive 
observations to the total number of positives indicates 
how well a model can identify class instances. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝐹𝑁 + 𝑇𝑃)
 

mAP: Mean Average Precision is one ranking quality 
metric (MAP). It considers the number of relevant 
recommendations and their position on the list. MAP 
at K is calculated as the arithmetic mean of the 
Average Precision (AP) at K for each user or query. 

 
F1-Score: An accurate machine learning model is 
indicated by a high F1 score. combining precision 
and recall to increase model correctness. The 
accuracy statistic quantifies the frequency with which 
a model correctly predicts a dataset. 

𝐹1 = 2 ⋅
(𝑅𝑒𝑐𝑎𝑙𝑙 ⋅ Pr 𝑒 𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 + Pr 𝑒 𝑐𝑖𝑠𝑖𝑜𝑛)
 

 
Fig.4. dataset upload 

 
Fig.5. results 

 
Fig.4. performance graph 
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Algorithm 
Name 

Accurac
y 

Precisio
n 

Recall F1-Score 

Corpus 

Logistic 
Regression 
SR Corpus 

80.35264
5 

80.90453
6 

79.86036
8 

80.02296
7 

Logistic 
Regression 
FWD 
Corpus 

88.91687
7 

88.98296
5 

88.91173
0 

88.91117
8 

Logistic 
Regression 
BT Corpus 

76.82619
6 

77.27771
8 

77.25683
8 

76.82604
9 

Random 
Forest 
Original 
Corpus 

87.40555
2 

87.43273
0 

87.24375
3 

87.31791
5 

Random 
Forest SR 
Corpus 

79.59697
7 

79.84899
8 

79.21316
8 

79.34323
9 
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Forest 
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81.36020
2 

81.47709
3 

81.35246
9 

81.34019
3 

Random 
Forest BT 
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75.81864
0 

76.43252
5 

76.31787
1 

75.81840
4 

Fig.4. performance tale 
 

5. CONCLUSION 
Overall, the results show that text data augmentation 
methods can improve the accuracy of fake news 
categorization.   By using strategies such as function 
word reduction, back translation, and synonym 
substitution, we were able to enhance classification 
accuracy and generate better datasets.   Bernoulli 
Naïve Bayes and Support Vector Machine (SVM) 
outperformed all the algorithms tested when trained 
on text enhanced with back translation.   To illustrate 
the effect of different augmentation methods on 
classifier performance, Logistic Regression 
succeeded where the Reduction of Function Words 
approach failed.   The original corpus yielded the best 
results when the Random Forest method was applied 
without any augmentation.   The most effective 
algorithm, though, was XGBoost, an ensemble 
method that uses a combination of decision trees to 
boost prediction power.   This approach demonstrates 
how textual data augmentation may significantly 
improve classification accuracy, especially in cases 
with limited datasets.   Applying state-of-the-art 

techniques like XGBoost significantly improves the 
system's ability to detect erroneous information with 
higher accuracy and reliability. 
 

6. FUTURE SCOPE 
This project can be enhanced by doing further 
research on alternative ways of text data 
augmentation, such as contextualized word 
embeddings and word embedding averaging.   
Applying complex deep learning models, such as 
BERT and Transformers, can potentially improve 
classification accuracy even more.   Combining 
multiple machine learning methods into hybrid 
models or ensemble approaches may also provide 
better results.   The system's capability may be 
enhanced and its application in identifying fraudulent 
information in other languages can be expanded by 
investigating multilingual data augmentation. 
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