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Abstract: As the tendency of using more data-
driven decision systems in the context of finance 
and cyber-physical infrastructures is on the rise, 
the problem of identifying the anomalous and 
high-risk events has become a critical topic of 
research. Historical statistical and non-
evolutionary machine learning commonly does not 
adjust to changing data distributions, uncommon 
cases and game playing actions that typically occur 
in the real world. In order to overcome these 
shortcomings, this paper has come up with a 
demand deceleration adaptive irregularity 
identification system that incorporates deep 
learning, evolutionary parameter optimization, 
and sound decision details. The suggested 
methodology is tested on MATLAB-based 
simulated studies on multivariate time-series data 
of the financial transaction and system activity 
rates pattern. The architecture is a hybrid between 
the idea of deep autoencoder based feature 
learning and adaptive threshold optimization to 
increase the detection accuracy and resilience in 
non-stationary settings. The simulation findings 
reveal that the level of anomaly detection is better 
than the baseline machine learning models in 
terms of accuracy, precision, recall and false alarm 
rate. The paper has emphasized the success of 
optimization based adaptive learning to light-
sensitive risk monitoring systems and has outlined 
future studies on the application of large scale and 
real time deployment. 
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1. Introduction 
The high-dimensional and time-dependent data 
generated by prevalent digital financial platforms, as 
well as cyber-physical infrastructures, is due to the 
exponential growth of such infrastructures (Ghori, 
2021). Although this information can be used to 
carry out intelligent automation and make 
predictable decisions, it also provides more 
opportunities to vulnerable a system to fraudulent 
activities, abnormal behavior, and malfunction. The 
accuracy and real time detection of such anomalies 
has thus become of vital concern to the intelligent 
systems of the present time ((Puchakayala, 2022; 
Ghori, 2021). 
The classical statistical models with rule-based 
system and traditional anomaly detection methods 
fall short in problem nonlinearities, changing data 
distributions, and surges. These restrictions can be 
especially observed in the context of financial 
transactions monitoring and supervision of cyber-
physical systems where abnormal events are 
uncommon but have tremendous effects (Ghori, 
2023). Recent breakthroughs in the field of deep 
learning have made a significant contribution to the 
problem of anomaly detection since the system 
allows extracting features on more complicated data 
automatically (Ghori, 2018). Nonetheless, deep 
learning models tend to become ineffective with 
usage in real-life and dynamic settings (Kumar et al., 
2023). 
A major issue in the process of anomaly detection is 
how to identify sound decision thresholds that could 
be modified to the changing operational 
environments. Set thresholds are often prone to give 
large false alarm or under-detection rates when the 
data properties change with time. Adaptive learning 
based on optimization has proved to be a promising 
way to address this issue, this is, dynamically 
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adjusting the model parameters and decision 
boundaries (Ghori, 2019). Simultaneously, the 
frameworks of system evaluation via simulation 
enable the researcher to examine the system 
behavior under both regulated, but a variety of 
conditions, supplying more information about 
system robustness and stability. 
Based on these issues, this paper introduces an 
adaptive framework of anomaly detection that aims 
at optimizing results and is tested in the form of 
simulations in MATLAB. The suggested method is 
a combination of deep autoencoders to gain features 
which is followed by optimization of the adaptive 
threshold to become more accurate, hardy, and 
robust with non-stationary situations. 
 
2. Literature Review 
Various fields that have been studied widely in 
anomaly detection have been related to the sphere of 
finance, healthcare, intelligent networks and cyber-
physical systems. The initial methods used were 
based on statistical methods and manual rules, which 
were not scaled and adaptable (Ghule, 2025). These 
later methods derived based on machine learning 
provided data-driven pattern recognition, which was 
better, yet still needed close attention to feature 
engineering (Ghule et al., 2024). 
The art of deep learning has become an effective 
paradigm of detecting anomalies because of its 
capacity to learn hierarchical representation on raw 
data. The architectures that can be based on 
autoencoders are especially useful in unsupervised 
environments, where the models are trained to 
recreate normal behavior and detect anomalies 
judging by the reconstruction error (Ghori, 2018). 
These models have proved to work excellently in 
financial transactions and operation monitoring 
systems. 
Time-series forecasting, predictive analytics: The 
further support of anomaly detection with the use of 
multivariate data modeling the temporal 
dependencies. The forecasting models that are 
optimized have demonstrated better stability and 
flexibility in instabilities with variable demand and 
dynamism (Ghori, 2019). These methods make them 
less noise sensitive and enhance the detection of 
deviant trends at an early stage. 
Optimization techniques have become of 
importance in adaptive learning systems as recently 
demonstrated by research (Shalini et al., 2024). 
Evolutionary and heuristic optimization methods 

also allow the dynamic optimization of model 
parameters and choice thresholds, which solves the 
problem of concept drift and non-stationarity 
(Ghori, 2023). This is best achieved with the help of 
such optimization-assisted learning frameworks that 
are applied in applications of high impact where 
retraining is scarce. 
Simulation and generative assessment models have 
been used as well. Generative AI can also be used to 
do stress testing and generate synthetic scenarios to 
enhance the robustness test in the rare and extreme 
conditions (Puchakayala, 2024). Adaptive learning 
has been directly used in learning analytics, 
transport intelligence, and medical surveillance to 
enhance the predictive performance (Ghule et al., 
2024; Sheela and Shalini, 2024). 
The available literature shows a pronounced 
tendency toward the adaptive, optimization-aided, 
and simulation-based intelligent systems. 
Nonetheless, it is still necessary to have coherent 
frameworks, which combine deep features learning 
with adaptive decision processes and systematic 
assessment, and the current study attempts to do so. 
 
3. Proposed Methodology 
In this section, the framework of an adaptive 
anomaly detection is discussed in detail based on the 
offered optimization-driven idea. The methodology 
is aimed so that it works on multivariate time-series 
data and also dynamic adjustment with changing 
data distributions. The framework has mathematical 
formulations that serve to state precisely each of the 
elements in the framework. 
3.1 Overall Framework Architecture 
The suggested framework is based on a modular and 
layered architecture, which is flexible, scalable, and 
adaptable to various application areas including 
financial analytics and cyber-physical systems. The 
pipeline is a series of four steps, which include: 

 Data Preprocessing and Normalization 

 Deep Autoencoder-Based Feature Learning 

 Optimization-Driven Adaptive Threshold 
Selection 

 Anomaly Scoring and Decision Making 
Where the input data is the multivariate time series: 

𝑋 = {𝑥ଵ, 𝑥ଶ, … , 𝑥்}, 𝑥௧ ∈ ℝௗ   
   (1) 

where 𝑇 is the time number of time steps and 𝑑 is 
the number of features. 
The outputs of one stage are inputted to the next 
stage to create a comprehensive adaptive system of 
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anomaly detection, which works end to end. The 
modular construction enables one to enhance or 
replace a sole component of the development 
without the overall structure being impaired 
(Sardesai et al., 2025). 
3.2 Data Preprocessing and Normalization 
Raw input data is usually filled with noise, scale and 
time inconsistency, which adversely affect the 
performance of the learning (Shalini & Patil, 2021). 
The preprocessing is a vital procedure to have a 
stable training process and dependable anomaly 
detection. 
3.2.1 Normalization 
The minmax normalization is applied to each feature 

𝑥(௝): 

𝑥෤(௝) =
௫(ೕ)ି୫୧୬൫ (ೕ)൯

୫ୟ୶൫௫(ೕ)൯ି୫୧୬ (ೕ)൯
   

  (2) 
It works by mapping all features to the range [0, 1], 
which ensures that the features with greater numeric 
values are not overpowering the models and, 
therefore, deep learning models converge more. 
3.2.2 Noise Filtering and Temporal Segmentation 
In order to filter high-frequency noise, a moving 
average filter is used: 

𝑥ො௧ =
1

𝑤
෍ 𝑥෤௧

௧

௜ୀ௧ି௪ାଵ

 

(3) 
where 𝑤 is the window size. 
Then, the normalized time-series is divided into 
windows of time of period 𝐿: 

𝑋௞ = {𝑥ො௞, 𝑥ො௞ାଵ, … , 𝑥ො௞ା௅ିଵ}  
            (4) 

The preservation of the temporal dependence and 
the learning of the sequences at the sequence level is 
made possible by this segmentation (Sardesai & 
Gedam, 2025). 
3.3 Deep Autoencoder-Based Feature Learning 
The major functional part of the framework is the 
core feature learning component, which is a deep 
auto encoder that has been trained specially on 
normal operational data only. The autoencoder 
determines small latent space representations which 
learn normal behavior of the system. 
3.3.1 Encoder–Decoder Structure 
The encoder functionality takes a conversion of the 
input data as a latent space: 

𝑧 = 𝑓ఏ(𝑋)    
  (5) 

where 𝑧 ∈ ℝ௞, 𝑘 < 𝑑, and 𝜃 denotes encoder 
parameters. 

The decoder is a reconstruction of the input of the 
latent representation: 

𝑋෠ = 𝑔థ(𝑧)    

          (6) 
where 𝜙 represents decoder parameters. 
3.3.2 Training Objective 
The autoencoder is being trained with the help of 
minimizing the rebuilding loss through the Mean 
Squared Error (MSE): 

ℒ௥௘௖ =
1

𝑁
෍ฮ𝑋௜ − 𝑋෠௜ฮ

ଶ

ଶ
ே

௜ୀଵ

 

(7) 
where 𝑁 is the number of training samples. 
The model only learns small manifold of normal 
behavior, since it is only trained on normal data. 
Anomalous samples give much bigger 
reconstruction errors in the course of the testing 
(Ghori, 2018). 

3.3.3 Reconstruction Error Computation 
To every instance of the test 𝑋௜ , reconstruction error 
is calculated as: 

𝑒௜ = ฮ𝑋௜ − 𝑋෠௜ฮ
ଶ

ଶ
    

 (8) 
Such an error is the main indicator of anomaly. 
3.4 Optimization-Driven Adaptive Thresholding 
Conventional anomaly detection involves the use of 
predefined set of thresholds which are very sensitive 
to data drift. To deal with this constraint, the 
suggested framework utilizes an adaptive threshold 
selection mechanism that is based on optimization. 
3.4.1 Threshold Optimization Objective 
Let 𝜏 represent the level of anomaly. The task is to 
determine some optimal threshold that will reduce 
the number of false alarms and increase the detection 
rate: 

min
ఛ

𝐽(𝜏) = 𝛼 ⋅ 𝐹𝐴𝑅(𝜏) + 𝛽 ⋅ ൫1 − 𝐷𝑅(𝜏)൯ 

           (9) 
Where: 

 𝐹𝐴𝑅 is the False Alarm Rate 

 𝐷𝑅 is the Detection Rate 

 𝛼, 𝛽 are weighting parameters 

3.4.2 Population-Based Optimization 
The thresholds used are updated in a population-
based optimization algorithm: 

𝜏(𝑡 + 1) = 𝜏(𝑡) + 𝜆 ⋅ Δ𝜏   
    (10) 

Where 𝜆 is the learning coefficient and Δ𝜏 is 
received as a result of the fitness evaluation. 



ISSN 2347–3657 

Volume 14, Issue 1, 2026 

  

12 
 

This dynamic process allows the threshold to vary as 
data distributions change to become more robust 
when nothing fundamental changes, for example, 
there is a concept drift (Ghori, 2019). 
3.5 Anomaly Scoring and Decision Making 
The optimized threshold 𝜏∗ serves to take actions 
against anomalies as follows: 

𝐴𝑛𝑜𝑚𝑎𝑙𝑦 = ൜
1, 𝑖𝑓 𝑒௜ > 𝜏∗

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
   

       (11) 
It is also possible to compute a normalized score of 
anomalies: 

𝑆௜ =
௘೔ି୫୧୬(௘)

୫ୟ୶(௘)ି୫୧୬(௘)
   

  (12) 
Using this score, it can be graded instead of being 
binary. 
3.6 MATLAB Simulation Environment 
The entire structure is executed in MATLAB so that 
the assessments can be controlled and replicated. 
Parametric distributions are used to synthesize 
synthetic multivariate data to simulate normal 
behavior and anomalous behavior. 
Major parameters of simulation are: 

 Noise variance 

 Anomaly injection rate 

 Drift intensity 

 Window length 𝐿 
The optimization and computing features of 
matrices allow to train, evaluate and visualise the 
proposed framework using MATLAB. 
4. Results and Discussion 
4.1 Performance Metrics 
The proposed framework is tested with the help of 
typical metrics of anomaly detection: 

 Accuracy 

 Precision 

 Recall 

 F1-Score 

 False Alarm Rate (FAR) 
4.2 Results 

Table 1: Performance Comparison of Anomaly 
Detection Models 

Model Accur
acy 

Precis
ion 

Rec
all 

F1-
Sco
re 

FA
R 

K-
Means 

Clusteri
ng 

86.4% 82.1% 79.5
% 

80.8
% 

9.6
% 

Static 
Autoenc

oder 

91.2% 88.7% 86.9
% 

87.8
% 

6.3
% 

LSTM-
Based 

Detector 

93.5% 91.4% 89.8
% 

90.6
% 

4.9
% 

Propose
d 

Adaptiv
e 

Framew
ork 

97.1% 95.6% 94.2
% 

94.9
% 

2.1
% 

 
The developed adaptive framework due to the 
optimization is superior to the baseline models in all 
the measurement metrics, it has a better robustness 
and lower false alarm rates. 

 
Figure 1: Reconstruction Error Distribution 

Figure 1 illustrates MATLAB results whereby 
normal and anomalous samples are distinct between 
normal and anomalous samples in terms of 
reconstruction error. Adaptive threshold 
dynamically adapts to drift in the data so as to ensure 
the same level of accuracy in detection. 
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Figure 2: Detection Accuracy under Data Drift 

The simulation findings in Figure 2 suggest that in 
the case of the static models, there is a serious 
degradation in the accuracy of the model when 
operating in the drift conditions, but the framework 
proposed by them is stable because of the adaptive 
threshold generated by the optimization. 

 
Figure 3: False Alarm Rate Comparison 

Figure 3 presents a significantly reduced false alarm 
rate on all of the simulated cases and can be 
discussed as appropriate in the real world. 
 
4.4 Discussion 
The analysis via simulation proves an added value 
of deep feature learning coupled with optimization-

based adaptation to improve the performance of 
anomaly detection. Fewer false alarms are of special 
importance to financial and cyber-physical systems, 
in which over errors might end up flooding operators 
and reducing inefficacy of automated systems. 
 
5. Conclusion and Future Scope 
In this paper, a dynamic analytical model of anomaly 
detection through optimization was introduced to 
provide solutions to the issues of non-stationary 
information, uncertainty and dynamic patterns of 
behavior in financial and cyber-physical systems. 
The proposed method is an excellent way to address 
the shortcomings of the static and rule-based 
anomaly detection models through the combination 
of deep auto encoder-based feature learning and an 
optimization-guided adaptive thresholding 
mechanism. The competitive advantage of the 
methodology is the ability to use unsupervised deep 
learning to learn latent representations of normal 
system behavior, which can be used to identify 
deviations with high accuracy using reconstruction 
error measures. The proposed framework achieves 
this by dynamically adjusting the anomaly 
thresholds under the optimization strategies as 
compared to conventional methods that consider a 
specific fixed decision thresholds hence drastically 
decreasing the false alarm rates with high sensitivity 
to detection in a case of data drift. Simulation results 
based on MATLAB indicate that the proposed 
system is always better than the baseline methods of 
detecting anomalies in terms of accuracy, precision, 
recall and robustness. The adaptive thresholding 
mechanism has an important role in maintaining the 
detection performance in different noise levels, 
anomaly densities and drift intensities. These results 
underscore the feasibility of adaptive learning with 
the support of optimization in the process of 
intelligent risk monitoring and making decisions. In 
general, the experiment supports the significance of 
intelligent feature learning, adaptive optimization, 
and evaluation using simulation to build robust and 
reliable anomaly detection systems appropriate to be 
implemented in the real world. 
Although the offered framework proves good 
performance, it is possible to state that there are 
some research directions that may be further 
improved and implemented in practice: 

 Real-Time and Streaming Data 
Integration: The framework can be 
realized in future work as a manner to be 
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used in real-time streaming data with 
online learning and incremental 
optimization techniques extending the 
framework to make continuous adaptation 
without re-training fresh data. 

 Integration of Generative Models for 
Advanced Stress Testing: The 
implementation of generative AI is possible 
to emulate a low probability situation and 
adversarial behavior, which supports 
robustness testing and readiness in severe 
conditions. 

 Multimodal Anomaly Detection: The 
structure can be further extended to 
multimodal sources of data e.g. the 
transactional records, network traffic, 
sensor signals and textual logs to facilitate 
a wider situational awareness. 

 Explainable and Interpretable Anomaly 
Detection: To improve transparency, it 
would improve explainable AI mechanisms 
allowing humans to have an 
understandable explanation of the which 
abnormalities are detected, which is crucial 
to be in the regulatory compliance and user 
confidence. 

 Scalable Edge-Cloud Deployment: Future 
applications can consider distributed 
models whereby lightweight detection 
agents can be deployed at the edge, and 
modeling and optimization is performed in 
the cloud. 

 Domain-Specific Customization and 
Validation: To test the generalizability and 
the adaptability to domain, the framework 
is customizable and could be tested 
throughout a variety of application areas, 
such as healthcare monitoring, smart grids, 
and industrial automation. 

 Security and Adversarial Robustness 
Improvement: Other studies can be 
undertaken to provoke greater defenses 
against adversarial attack and data 
poisoning with the help of secure 
optimization and adversarial training 
procedures. 
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