
 

 



            ISSN 2347–3657 

          Volume 8, Issue 3, 2020  

 

 

88  

ASSISTANCE FOR THE VISIBLY IMPAIRED USING TTS-BASED AI (TEXT TO 

SPEECH) 
D.Akbar Hussain1 , Dr.Syed Abdul 

Sattar2 Professor1 , Assistant professor2 

Department Of ECE 
NAWAB SHAH ALAM KHAN COLLEGE OF ENGINNERING & TECHNOLOGY 

NEW MALAKPET , HYDERABAD-500 024 

 
ABSTRACT 

Living alone in today's world is essential for every human being, but it becomes a challenge for those who have vision impairments. A 

person with a visual impairment is unable to detect or feel the outside environment. These people need certain resources in order to 

operate autonomously. With advancements in technology such as mobile connection and artificial intelligence, it became easier to 

maintain them in their daily lives. Our study involves using artificial intelligence, image recognition, and navigation to provide a 

workaround for individuals with visual disabilities. Our project is carried out by building a PI camera on a Raspberry Pi that guides 

them using TTS, a GPS module, and the use of a smartphone to traverse the site, as well as a sensor to identify obstructions. It can also 

analyze images and convert them into words, allowing them to communicate more effectively with the rest of the world. 

 

1. INTRODUCTION 

Visually impaired people describe a number of problems with existing technologies when it comes to 

connecting to printed text, including accuracy, mobility, and performance. We provide an intelligent technology 

that allows the vision impaired to correctly and efficiently read printed information. Citizens would utilize a 

camera-based help method for reading text documents in the planned experiment. The frame is equipped to 

estimate the distance of the item based on range in an embedded device developed on the Raspberry Pi board, a 

on board and an ultrasonic sensor. 

 

DEFINITION OF THE PROBLEM AND A WORK PLAN 

 

The next experiment necessitates the creation of a gadget that collects visual information from the pi monitor on 

the shoulder brace of a person with a vision impairment. The graphic data is transmitted to the Raspberry Pi 

microprocessor, which uses artificial intelligence to measure the visual text information in its audio format. 

Obstacles will be detected using an Ultra-Sonic sensor that works at shoulder height in a range of 8-10 cm. The 

ability to recognize dangers in close proximity enables the user to flee in their own path. While the API is 

running, a GPS device installed on the Raspberry Pi board transmits the user's location. When the maintainer 

sends a request letter, the Wi-Fi on-board transmits the location to the internet server. 

 

3. APPLICATION OF THE METHODOLOGY: 

The framework was divided into components, with each module reflecting the system's unique goals. This 

technique will be simple to incorporate into the device troubleshooting procedure as the company grows. 

Furthermore, in addition to device maintenance and stability, the components must be combined to form the 

whole operating system. Project definition, project simulation, material gathering, Python application 

development, program testing, device integration, and verification are all part of the process. 

 

 
Figure 1: Block Diagram 

 

1. EXPERIMENTAL SETUP 
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Figure 1 displays the machine block diagram. We also built an experimental setup utilizing different hardware 

modules. This setup tests the proximity and perception of the setting with A.I and produces an audio 

performance. We address briefly the hardware modules in the installation in the following segments. 
 

 

4. Hardware Modules 

 

A.RASPBERRY PI 3 MODEL B+: 
 

The Raspberry Pi 3 B+ is the last redesign of the Raspberry Pi 3 series, using a BCM2837B0 Cortex-A53 

(ARMv8) CPU running at 1.4GHz on a 64-bit SoC. 2.4GHz and 5GHz cellular LAN networking using IEEE 

802.11b/g/s/ac. Models with Bluetooth 4.2 and BLE (Bluetooth low energy). IEEE 802.11b/g/n/ac Wireless 

LAN is the on-board standard for internet connectivity. GPIO entry pins header with an extra 40 pins. The 

current full-size HDMI generation's audio video performance is available for quality output. There are four 

USB 2.0 ports for external connection. Raspberry Pi camera connection through CSI camera port. Raspberry 

Pi touchscreen connection through DSI monitor port. 4-pole stereo output and composite camera port Micro 

SD slot allows you to load and save your operating system. 5V/2.5A DC control entrance Control over 

Ethernet (PoE) assistance (requires separate PoE HAT). 

 

The following are the reasons why I chose ARDUINO UNO: 

 

➢ Low-cost (about $35) 

 

➢ Massive computational capacity on a little board 

 

➢ Multiple interfaces are available (HDMI, multiple USB, Ethernet, onboard Wi-Fi and Bluetooth, 

many GPIOs, USB powered, etc.) 

 

➢ Python is useful on Linux (making it easy to build applications) 

 

➢ With the assistance of the community, examples are publicly available. 

 

➢ -Creating such   an   embedded   board   would   be   very   expensive   and   time   consuming. 

 
Figure 2:Raspberry Pi 3 Model B+ 
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Table 1: RASPBERY PI 3 TECHNICAL SPECIFICATION 

 
B. POWER SUPPLY: 

A power supply is an electrical device that generates and distributes electricity with a charge. 

The main function of a power supply is to convert energy from a source into the proper voltage, power, and 

frequency to power the cargo. 

An energy input connects both power supplies, which accepts electricity from a source, and one or more power 

output connections, which provide electricity to the load. 

 
 

Figure 3:Power supply 

 
C. PI CAMERA: 

 
The Raspberry Pi Camera v2 is the most recent official camera board from the Raspberry Pi Foundation. 

The Raspberry Pi Camera Module v2 is a high-resolution 8-megapixel Sony IMX219 image sensor with fixed 

focus lenses that was custom-designed for the Raspberry Pi. 

The Raspberry Pi camera module can take both high-resolution video and still pictures. It's simple to use for 

beginners, but it has a lot to offer current users who want to expand their knowledge. There are a number of 

videos on the internet showing individuals using it in time, slow motion, and other visual tricks. You may also 

utilize our libraries to create camera effects. 

 
The module contains a 5-metric, fixed-focus sensor that supports 1080p30, 720p60, and VGA90 video formats, 

as well as capturing silences if you're doing nitty-gritty. A 15cm ribbon cable connects it to the Raspberry Pi's 

CSI port. The MMAL and V4L APIs may be used to access it, and many third-party libraries, such as the Pi- 

camera Python library, are intended to do so. 

 
The camera module is well-known for its use in home security and wildlife camera traps. 

 

Figure 4: Pi camera 

 
D. HC-SR04 ULTRASONIC SENSOR: 

 
Ultrasonic transducers are a kind of sensor that may be divided into three groups: transmitters, receivers, and 

transceivers. Transmitters convert electrical signals into ultrasounds, receivers convert electrical signals into 

ultrasounds, and transceivers transmit and receive ultrasounds. Ultrasound transducers, like radar and sonar 

transducers, are often employed in applications that identify targets by analyzing reflected signals. Calculating 

the duration between sending a signal and receiving an echo, for example, may be used to determine an entity's 

distance. The configuration of transducers varies greatly depending on their intended use; those used for 

diagnostic purposes, such as the range-finding applications mentioned earlier, are typically less effective than 

those used to change the properties of the liquid medium or achieve the liquid medium's goals. impacts that be 

chemical, biological, or physical (e.g. erosive). 
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Figure 5: HC-SR04 ULTRASONIC SENSOR 
 

HARDWARESETUP 

 
The below figure shows the full hardware setup of the system. 

 
Figure 7: Implementation of Hardware Setup 
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Figure 8: Hardwar e Setup 

 
5. ALGORITHM AND FLOWCHART 

A. Algorithm: 

• Before turning on the power, the Raspberry Pi initializes the libraries for the pi microphone, ultrasonic sensor, 

GPS module, and Espeak; once all the libraries are initialized, the ultrasonic sensor starts detecting the vicinity 

in range. • When a sensor detects an item within its range, the data is transmitted to the Espeak controller for 

distance measurement and data storage. 

 
• There are two approaches of using the technique. The mechanism returns to the ultrasonic sensor for distance 

control if the button is not pressed. 

 
• When the button is pressed, the pi camera is activated, and the picture is analyzed by the AI on the Raspberry 

Pi. 

 
• The GPS gadget transmits its location to the server. 

 
• The camera's processed.jpg file is now converted to an Espeak text file. 

 
• Espeak converts this text file into its corresponding audio format, which the customer may listen to. 

B. Flowchart: 
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Figure 9: Flow Chart 

 

ADVANTAGES AND LIMITATIONS 

A. ADVANTAGES: 

 

1. The most significant advantage is that it detects text and provides voice for visually impaired people. 

 

2. It enables those with visual problems to notice objects before they cause harm. 

 

3. Using a mobile device API, the device's GPS system makes it simple to determine the user's current 

location. 

 

4. Data computations are more easier and more effective now that A.I. is included in this project. 

 

B. RESTRICTIONS: 

 

1.Because people with visual impairments listen to a screen reader read the computer content, the correct 

meaning of a word is not always grasped, especially when it comes to medical terminology, etc. 

 

6. PERSPECTIVE ON THE FUTURE 
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It is clear from our current work that the technique we have developed works absolutely well in the house. This 

technique is slightly better than other people's previous efforts, and I intended to make some further changes as 

part of my work. The gadget will be converted to a web-based control system in the future using GPRS 

technology, allowing customers to see the system remotely over the Internet. A new feature will be added to 

monitor the whole area. Sensors such as a barometer air quality control, a gas detector, and a web interface may 

be integrated into a single device that calculates not just temperature and humidity but all other characteristics 

as well. 

 

7. CONCLUSION 

It is often needed for individuals who have a vision impairment. People with visual impairments may use it to 

rapidly understand text without the need for assistance. You'll continue to do this to understand the text on the 

tablet, books, and other surfaces. Only with this method can individuals who are visually impaired read text in 

the same way that normal people do. 

 

The sounding voice of a machine is used by display readers, which is very dull for others. Some companies try 

their best to create voice synthesizers that can mimic how people read a sentence, such as proper intonation, but 

I believe that, although considerable progress has been made in recent years, they are still a long way from their 

goals. 
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