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Abstract 

 Scene classification of aerial images has received growing attention from the research community in recent 

years. Conventional classification algorithm such as k-means clustering, Support Vector Machine (SVM), 

Decision Tree, Expectation Maximization (EM algorithm), k-nearest neighors (k-NN), Ada Boost, Navie Bayes, 

Artificial Neural Networks (ANN) etc., use spectrum, texture and profile based feature for classification. 

Extracting such features in high resolution remote sensing images creates challenges to object classification. So 

we have to introduce the convolutional neural network (CNN) for classifying the remote sensing images. The 

architecture consist of three convolution layers of 64 filters with kernel size of 5x5, pooling size of 2x2 and fully 

connected layer 1024 and 512 respectively.  In the experiments, 8,000 remote sensing images has been collected 

from Pattern Net dataset for the performance assessment. The experimental results show the higher accuracy for 

the remote sensing image classification.  

 

Keywords: scene classification, convolutional network, aerial images and convolutional layer. 

I. INTRODUCTION 

Scene Classification plays an important role in remote sensing images [1]. Its applications ranges from 

agriculture monitoring, environmental monitoring, land use/ land planning, urban planning, surveillance [2], 

geo-graphic mapping, disaster control [3], object detection, etc. A wide number of techniques have been 

developed for object classification [4]. In general the object classification methods are divided into three 

categories based on the features they use, namely handcraft feature learning method, unsupervised feature 

learning method and deep feature learning based method [5]. Earlier, scene classification was based on the 

handcraft feature learning based method. This method [6] [7] was mainly used for designing the engineering 

features, such as colour, shape, texture, spatial and spectral information. The unsupervised feature learning 

method [8] is an alternative for the handcrafted features method and learning the unlabeled data for remote 

sensing image classification. The aim of unsupervised feature learning method is used to identify the low-

dimensional features that capture some underlying high-dimensional input data. When the feature learning is 

performed in unsupervised way, it enables a form of semi-supervised learning where features learned from an 

unlabeled dataset are then employed to improve performance in a supervised setting with labelled data. There 

are several unsupervised feature learning methods available such as k -means clustering, principal component 

analysis (PCA), sparse 

coding and auto encoder. In real time applications, the unsupervised feature learning methods have achieved 

high performance for classification compared to handcraft feature learning methods[9]. However, the lack of 

semantic information provided by the category label cannot promise the best discrimination between the classes. 

So we need to improve the classification performance and to extract powerful discriminant features for 

improving classification performance.  

II. RELATED WORKS 

Aerial images are more valuable tool for monitoring the earth surface and mainly used for various applications 

such as surveillance, agricultural monitoring, metrology, mineralogy and environmental science. A lot of 

classification methods have been proposed to deal with the remote sensing image classification. The traditional 

object classification based on either supervised or unsupervised learning methods. Some researchers have 

proposed object classification using supervised learning methods such as support vector machine, artificial 

neural networks, random forest, k-nearest neighbours, decision tree and sparse representation classifier [4]. The 

support vector machine is a supervised non-parametric learning technique, therefore no assumption made on 

data distribution. Yakoub Bazi et al. [13] have introduced optimal SVM classification system for hyper spectral 

remote sensing images. The system classify scene based on genetic optimization framework formulated in 

discriminative features and SVM parameters. Rick Archibald et al. [14] have proposed embedded feature-

selection (EFS) algorithm that is tailored to operate with support vector machines (SVMs) to perform band 

selection and classification. The artificial neural network (ANN) is non-parametric learning technique, which is 

more sophisticated and robust method for image classification. The ANN produces higher accuracy from few 
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training data. T. Kavzoglu et al. [15] have proposed back propagating artificial neural networks in land cover 

classification. The Random forest is an ensemble classifier that produces multiple decision trees using randomly 

selected training samples. Mariana Belgiu et al. [16] have done a survey the random forest in remote sensing 

and their applications. Matthew M. Hayes et al. have introduced High-resolution land cover classification using 

Random Forest [17]. Anil M. Cheriyadat et al. have proposed an unsupervised feature learning approach for 

scene classification [18]. Unsupervised feature learning approach is to generate feature representation for 

various high-resolution aerial scenes. Chaib et al. [19] have introduced an informative feature selection method 

for high resolution satellite image classification by using PCA classifier. Zheng et al. have developed a hybrid 

model satellite image classification using multi feature joint sparse coding [20]. Sheng et al. have proposed a 

sparse coding based multi feature for image classification [21]. But, the sparse coding is more expensive when 

dealing with big data. Therefore, the sparse feature coding can be used only for small scale problems. 

In recent years, CNN has been used in various remote sensing applications, such as object classification, land 

use scene classification and object detection. Maarten et al. [22] have proposed an object recognition using deep 

convolutional neural networks with complete transfer and partial frozen layers. Qin Zou et al. have developed a 

deep learning based feature selection for remote sensing scene classification. The popular deep-learning 

technique, i.e., the deep belief network (DBN), has achieved feature abstraction by minimizing the 

reconstruction error over the whole feature set, and features with smaller reconstruction errors would hold more 

feature intrinsic for image representation [23]. The Deepan et al. have introduced very deep convolutional 

network for scene classification of remote sensing images data [24]. 

III. PROPOSED WORK 

This section details the proposed method for scene classification of aerial images. There are many deep learning 

methods exist, but the CNN is common method for classifying the scene and obtain the excellent result for 

different kind of input. The LeCun et al. [25] introduced the first CNN model. The architecture of this model is 

shown in Figure 1. In this figure C1, C2, C3 represents convolutional layers, S1, S2, S3 represents sub sampling 

layers, FC1 and FC2 represents fully connected layers and SM represents soft max function. These architectures 

is mainly used to classify the object scenes like bridge, beach and forest.  

 
 

Figure 1. Architecture of Proposed fine-tuned Convolutional Neural Networks 

The CNN is composed of three convolutional layers, three max-pooling layers and two fully connected layers. 

The basic functionality of CNN models is divided into three common categories [26]. 

 

3.1 Convolutional Layer 

The convolutional layers extract different features for the input image. There are three convolutional layers in 

the model.  
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Figure 2. Airplane Visualization of conv1 and conv2 filter from CNN Model.

 

The first convolutional layer extracts low level features such as lines and edges. Higher level layer extracts high 

level features. The size of input and kernel is 256x256 and 5x5. Starting from top left corner, kernel is moved 

from left to right an element. Once the corner is reached kernel moves one element in down word direction and 

again move back to same place. The process repeated until it reaches the bottom right corner. For each case 

when N=256, k=5 there are 252 unique position from left to right and top to bottom. Corresponding to these 

positions, each feature in the output will contain 256x256 (i.e., (N-k+1) x (N-k+1)) elements. The Figure 2 

visualizes the conv1 and conv2 filter for the airplane image using the CNN model. 

3.2 Pooling Layer 

The sub sampling layer is used to reduce the feature resolution. This layer reduces the number of connection 

between the convolutional layers, so it will lower the computational time also. There are three types of pooling: 

max pooling, min pooling and average pooling. In each case, the input image is divided into non-overlapping 

two dimensional spaces. For example, if the input size is 4x4 and sub sampling size is 2x2, a 4x4 image is 

divided into four non-overlapping of matrices 2x2. For max pooling, the maximum value of the four values is 

selected. In the case of min pooling, the minimum value of the four values is selected.  The figure 2 shows the 

operation of max pooling and average pooling process. 

 
 

Figure 3. Pictorial representation of Max pooling and Average pooling process. 

 

3.3 Activation Function 

The Activation Function improves the CNN performance. There are many activation function exist namely, 

tanh, sigmoid and ReLU. In this paper, ReLU activation function has been used. The Rectified linear unit 

(ReLU) is one of the standard and popular activation functions in the last few years. The ReLU activation 

function is defined as: 

 𝑏𝑖,𝑗,𝑘 = max⁡(𝑎𝑖,𝑗,𝑘 , 0)   (1) 

where, ai,j,k is the input of the activation function at location (i, j) on the k-th channel. In this layer we remove 

every negative values from the filtered images and replaces it with zeros. The Figure 4 elaborates the process of 

activation function. 

 
 

Figure 4.Pictorial representation of Activation Function 

 

3.4 Fully Connected Layer 
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After the several convolutional and pooling layer processes, the two-dimensional data is converted into one-

dimensional vector. The one dimensional data will be the input for fully connected layers. There may be one or 

more hidden layers which perform high level reasoning.  Each neuron uses the data from the previous layers to 

multiplies the connection weights and add a bias value. The output of final fully connected layers fed into the 

classifier ie. softmax function. The softmax function is used to classify the object. The general form of softmax 

is defined as in Eq. (2) 

classj =⁡
exp⁡(sfj)

∑ (sfq)q
   (2) 

where, exp (sfj) is the probabilities of each target class where as sfq is possible of all the target classes.  

 

3.5 Training a CNN Model 

The implementation of Convolutional Neural Networks based scene classification of aerial images using 

tensorflow is done by Python jupyter notebook. The input image 256x256x3 is gives to first convolutional layer 

with kernel size of 3x3x64 and stride of 2. The output of first convolutional layer is the input to the second 

convolutional layer with kernel size of 3x3x64 and strides 2 pixel. Similarly the third convolutional layer takes 

input to the third layer with kernel size of 3x3x64 and stride 2. The fully connected layer has 1024 and 512 

neurons respectively. Finally, soft max function classifies the ten class remote sensing images. The same 

operations was performed after fine tuned the hyperparamter of filer size 3x3 and 5x5 respectively. 

IV. DATASET DESCRIPTION 

For evaluating our proposed approach, we randomly choose ten classes such as airplane, baseball court, beach, 

bridge, forest, harbor, parking lot, river, runway and storage tank from Pattern Net dataset. The Pattern Net 

dataset is a large scale high-resolution remote sensing image that has been extracted from Google Earth imagery 

[27]. The dataset contains 30,400 images which consist of 38 classes. Each class contains 800 images of size of 

256x256 pixels. The Figure 5 shows image examples of different classes for scene classification. In the CNN 

model, the Pattern Net dataset has been split into training, validation and testing datasets separately. The training 

and testing dataset description are shown in Table 1. and validation sample image is randomly chosen from 

training sample based on the validation size. In each image, three spectral bands were used including red, green 

and blue. 

 
Figure 5. Image examples of different classes from the Pattern Net dataset

 

S. 

No. 

Class 

Name 

No. of 

Training 

Samples 

No. of 

Validation 

Samples 

No. of 

Testing 

Samples 

1. Airplane 640 80 80 

2. Baseball 

field 

640 80 80 

3. Beach 640 80 80 

4. Bridge 640 80 80 

5. Forest 640 80 80 

6. Harbor 640 80 80 

7. Parking lot 640 80 80 

8. River 640 80 80 

9. Runway 640 80 80 
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10. Storage 

tank 

640 80 80 

Total 6400 800 800 

Table 1. Dataset description for scene classification 

4.1 Performance Metrics 

We have evaluated the performance of a proposed model by using various performance metrics such as 

Accuracy, Precision, Recall and F1-measure. The Accuracy can be calculated by the number of properly 

classified data in a dataset divided by the total number of samples, as shown in the equation (3).  

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑡
𝑛⁄                                 (3) 

where t is a number of properly classified samples and n is a total number of samples in a dataset. 

The precision can be measured by number of properly classified data in a datasets divided by total number of all 

samples in a class. Precision value of the class c, Pc can be shown in equation (4) where, tc is a total number of 

properly classified samples in class c and nc is a total number of samples in the class c.  

 Pc = tc ⁄ nc⁡    (4) 

The recall can be measured by number of properly classified datas are divided by the number of all relevant 

samples in the corresponding class. Recall value of the class c, Rc can be shown in equation (5) where, tc is a 

total number of properly classified samples in class c and kc is number of samples classified as relevant to class 

c. 

 Rc = tc/kc⁡    (5) 

The F1-measure (harmonic mean) is used to show the balance between the precision and recall measures. F1- 

score value can be calculated using equation (6):  

 F1 = (2 ∗ (Pc ∗ Rc⁡))/(Pc + Rc⁡ (6) 

It is essential to find the confusion matrix while calculating the performance measures. Confusion matrix is a 

technique used to summarise results and used for validating classification methods. There are two common 

classes, which are usually deal with confusion matrix namely positive class and negative class. These two 

common classes can be further divided into four categories. True Positive is an outcome, where the model that 

has correct classification of positive example. False Negative is an outcome, where the model that has incorrect 

classification of positive examples. False Positive is an outcome, where the model that has incorrect 

classification of positive examples. True Negative is an outcome, where the model that has correct classification 

of negative examples. The concept of confusion matrix is shown in figure 6. 

 

V. EXPERIMENTAL RESULTS AND ANALYSIS 

In this experiment, we have focused on Convolutional Neural Network based scene classification for aerial 

images using tensorflow. The accuracy may vary based on the changing hyper parameter values in CNN model. 

We tested the proposed model in four different types of hyper parameter such as number of filter 32 and 64 with 

kernel size 3x3 and 5x5. Based on the performance of result, number of filter 64 with 5x5 kernel size gives more 

accuracy rather than other filter with kernel. The different accuracy results are shown in Table 2. 

Table 2. Classification accuracy based on various hyper parameters 

Kernel 

Size 

Filter 

Size 

FC1 and 

FC2 

Activation 

Function  

Accuracy 

3x3 32  

1024 & 

512 

 

ReLU 

89.5 

3x3 64 90.7 

5x5 32 91.5 

5x5 64 95.2 

 

 
Figure 7. Some miss- prediction data items from Pattern Net Dataset 
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The Figure 7 describes some sample miss-prediction error for image scene classification. The correctly 

classified data items are placed in diagonal of matrix, remaining miss predicted data items are placed above and 

below the diagonal of matrix. We found that the error occurs when ‘bridge’ classified as ‘tennis court’ and the 

‘tennis court’ classified as ‘bridge’. The confusion matrix for scene classification is shown in figure 8. 

 
Figure 8. Confusion Matrix for Proposed model 

 

Figure 9 shows the accuracy of the CNN model for 50 epochs on training and validation datasets. Under the 

framework of tensor flow backend, the entire process was run in Core i5 CPU 2.6GHz, 1 TB of Hard Disk and 4 

GB of RAM. 

 

 
Figure 9. Training and Validation Accuracy of CNN Model  

 

VI. CONCLUSION 

In this paper, we have proposed an approach convolutional neural network based scene classification for aerial 

images using tensorflow. The CNN model act as a feature extractor and classifier for the given training images 

as well as validation images. The use of CNN outperforms other traditional method and allowed us to achieve 

95.2% of accuracy for ten class scenes such as airplane, baseball court, beach, bridge, forest, harbor, parking lot, 

river, runway and storage tank. In future, we have planned to implement the proposed work in GPU 

configuration for reducing the computational time. 
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