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ABSTRACT 

A tumour that grows in the tissues of the breast is called breast cancer. One of the leading causes of death for 

women worldwide, it is the most common type of cancer found in women. The methods of data mining, deep 

learning, and machine learning for breast cancer prediction are contrasted in this article. Breast cancer diagnosis and 

prognosis has been the subject of numerous studies; the accuracy rate of each approach varies according to the 

situation, tools, and datasets used. In order to identify the most appropriate method for handling massive datasets 

with high prediction accuracy, our main objective is to compare various current machine learning and data mining 

approaches.The primary objective of this review is to highlight all of the earlier research on machine learning 

algorithms used to predict breast cancer. This article gives novices who wish to analyse machine learning algorithms 

a thorough understanding of deep learning all the information they need. 

 

1. INTRODUCTION 

Among the most deadly and varied illnesses of our day, breast cancer claims the lives of many people all over the world. It is the 

second most common cause of death among women [1]. To forecast breast cancer, a variety of data mining and machine learning 

techniques are used [2]. One crucial difficulty is determining the most palatable and efficient algorithm for predicting breast 

cancer. Uncontrollably developing malignant tumours are the cause of breast cancer [3]. Breast cancer develops when several of 

the fatty and fibrous tissues of the breast start to grow abnormally.Different stages of cancer are brought on by cancer cells 

spreading throughout tumours. Breast cancer can be divided into various types and develops when damaged cells and tissues 

spread throughout the body [4].DCIS, sometimes referred to as non-invasive carcinoma, is a kind of breast cancer that arises 

when aberrant cells spread outside the breast [5]. Invading ductal carcinoma (IDC) [6], also known as infiltrative ductal carcinoma 

[7], is the second type. This type of cancer is more frequently found in men and arises when aberrant breast cells spread 

throughout the breast tissues [8]. Mixed tumour breast cancer (MTBC), sometimes referred to as invasive mammary breast cancer, 

is the third type of breast cancer [9]. Abnormal duct cells and lobular cells are the source of this type of cancer [10]. Lobular 

breast cancer (LBC), which arises inside the lobule, is the fourth type of cancer [11]. It increases the risk of developing more 

aggressive cancers. 

Mucinous breast cancer (MBC) [12] is the fifth type of breast cancer generated by invasive ductal cells and is also referred to as 

colloid cancer. It happens whenabnormal tissue spreads across the duct [13]. The last type is inflammatory breast cancer (IBC), 

which causes swelling and redness of the breasts. It is a fast-growing breast cancer that starts when lymph tubes become clogged 

with damaged cells [14].Data mining is the process of obtaining meaningful information from big datasets. 

Machine learning, statistics, databases, fuzzy sets, data warehouses, and neural networks are examples of data mining 

techniques and functions that help with the diagnosis and prognosis of many cancer disorders [15], including prostate 

cancer, lung cancer [16], and leukaemia [17].Traditional cancer screening approaches include "the gold standard" 

procedure, which comprises three tests: clinical evaluation, radiological imaging, and pathology [18]. This 

conventional method detects the presence of cancer via regression, whereas newer machine learning techniques and 

algorithms focus on model construction. 

The model is designed to anticipate previously unknown data and achieves the projected outcomes during the 

training and testing stages [19]. The machine learning method is divided into three primary steps: preprocessing, 

feature selection or extraction, and classification [20].Feature extraction is the most crucial step in the machine 

learning process, and it helps in cancer diagnosis and prognosis. This approach is capable of distinguishing between 

benign and malignant tumours. 
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FIG 1. Display of the various types of breast cancer. Figure 1 shows how data mining and machine learning algorithms help in 

the detection and prediction of some types of breast cancer. Data mining techniques [22] such as classification, regression, and 

clustering help us get relevant information about breast cancer patients. These algorithms [23] have a training dataset that can be 

used to predict different forms of breast cancer [24]. 

 

 

 

 
Block diagram of methods 

2. RELATED WORK 

Breast cancer risk factors and prevention. Y.S. Sun, Z. Zhao, Z.-N. Yang, F. Xu, H.-J. Lu, Z.-Y. Zhu, et al., 2017 [1]. Breast 

cancer is the second biggest cause of cancer-related deaths among women. Breast cancer develops in a multi-step process 

involving various cell types, and prevention remains a challenge worldwide. Breast cancer prevention is best achieved by early 

detection. Early prevention has increased the 5-year relative survival rate of breast cancer patients in several developed nations to 

more than 80%. Over the last decade, significant progress has been achieved in the understanding of breast cancer as well as the 

development of prevention measures. Discovering breast cancer stem cells reveals the pathophysiology and tumour drug-

resistance mechanisms, as well as several genes associated with breast cancer. People now have additional pharmacological 

alternatives for the chemoprevention of breast cancer, and biological prevention  has  recently  been  created  to  

improvepatients' quality of life. In this review, we will summarise significant studies on breast cancer pathogenesis, associated 

genes, risk factors, and preventative measures conducted in recent years. These discoveries are a minor step in the protracted 

battle against breast cancer. 

 

Y. Khourdifi and M. Bahaj (2018) used the finest machine learning algorithms to predict and classify breast cancer. 

The number of deaths caused by breast cancer is increasing dramatically every year. It is the most common type of 

cancer and the leading cause of mortality in women globally. Any advancement in the prediction and diagnosis of 

cancer is critical to living a healthy life. As a result, excellent cancer prediction accuracy is critical for updating 

patient therapy and survivability standards. 

Machine learning techniques can make a significant contribution to the process of breast cancer prediction and early 

diagnosis; they have become a research hotspot and have been proven to be effective. In this study, we applied five 

machine learning algorithms: Support Vector Machine (SVM), Random Forest, Logistic Regression, Decision tree 

(C4.5), and K- Nearest Neighbours (KNN) on the Breast Cancer Wisconsin Diagnostic dataset. After obtaining the 

results, a performance evaluation and comparison is carried out between these different classifiers. 

. The primary goal of this study work is to predict and diagnose breast cancer using machine learning algorithms and 

determine which are the most effective in terms of confusion matrix, accuracy, and precision. Support vector 

Machine surpassed all other classifiers, with the highest accuracy (97.2%).All work is carried out in the Anaconda 
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environment, which is based on the Python programming language and the Scikit-learn library. 

A review of the identification of breast cancer in medical imaging. Y. Lu, J.-Y. Li, Y.-T. Su, and A.-A. Liu 

(2018)[3]. Breast cancer is among the most frequent types of cancer. Breast pathological image processing has 

become a major tool for early cancer detection. Using medical image processing to help doctors discover suspected 

breast cancer as early as feasible has long been a hot topic in medical image diagnostics. This study systematically 

describes a breast cancer recognition approach based on image processing in four steps: breast cancer detection, 

picture segmentation, image registration, and image fusion. The accomplishments and applications of supervised 

learning, unsupervised learning, deep learning, CNN, and other techniques in breast cancer detection are discussed. 

The possibility of using unsupervised and transfer learning to diagnose breast cancer is discussed. 

Finally, breast cancer patients' privacy rights are discussed.Breast cancer is among the most common types of malignant tumours. 

Breast cancer is the most prevalent malignant tumour in Chinese women, according to a survey, and the incidence rate is 

increasing year after year. Early detection and therapy are critical for lowering breast cancer mortality. 

Currently, mammography is the most routinely used tool for detecting breast cancer. However, due to the large volume of data 

and the poor imaging characteristics of early breast cancer, early detection is extremely challenging. With the advancement of 

image processing and early diagnosis technologies, image processing of breast pathology has become an essential method of early 

detection of breast cancer, which primarily involves the analysis of masses, calcifications, and breast density. Mass is one of the 

most common symptoms of breast cancer in mammography images. The main procedures in pathological image processing are as 

follows: first, image pre-processing, which involves eliminating background, markers, pectoral muscle, and noise, then breast 

segmentation and image enhancement. 

Second, the region of interest is identified using a basic image processing method. Then, quality-representative features such as 

texture and morphological traits are retrieved. Finally, the tumour and normal tissue were separated using the extracted features. 

A high breast density is another indicator of breast cancer on X-ray pictures. 

Forced labelling and domain adaptation are used to predict advanced ductal cancer in situ. Hou, M. A. Mazurowski, L. J. Grimm, 

J. R. Marks, L. M. King, C. 

C. Maley, et al., 2020 [5]. The purpose of this research is to use supplementary classes to improve a predictive model whose 

performance is hampered by the frequent issues of a small number of primary cases, high feature dimensionality, and poor class 

separability. Our clinical objective is to use mammographic features to predict whether ductal carcinoma in situ (DCIS) 

discovered during a needle core biopsy will later be upstaged or revealed to include invasive breast cancer. Methods: 

To improve the prediction of pure DCIS (negative) versus upstaged DCIS (positive) cases, this study examines the adjunctive 

roles of two related classes: atypical ductal hyperplasia (ADH), a non-cancerous type of breast abnormality, and invasive ductal 

carcinoma (IDC), with 113 computer vision-based mammographic features extracted from each case. To improve the baseline 

Model A's categorisation of pure vs. upstaged DCIS, we created three other strategies (Models B, C, and D) that use different 

methods of embedding features or inputs.Based on ROC analysis, the baseline Model A had an AUC of 0.614 (95% CI, 0.496-

0.733). All three new 

models outperformed the baseline, with domain adaptation (Model D) coming out on top with an AUC of 0.697 (95% 

confidence interval, 0.595-0.797). In conclusion, we improved DCIS upstaging prediction performance by integrating 

two related pathology classes in different training phases. Significance: All three new embedding strategies for 

related class data beat the baseline model, revealing not only feature similarities between these different classes, but 

also the potential for enhancing categorisation by employing other related classes. 

Efficacy of the multidisciplinary tumour board conference in gynaecologic oncology: A prospective research. B. Lee, 

K. Kim, J. Y. Choi, D. H. Suh, J. H. No, and H.-Y. Lee, 2017 [10]. Evidence suggests that multidisciplinary tumour 

board conferences (MTBCs) improve patient care for a variety of cancer types. However, few retrospective studies 

have looked into MTBC efficacy in individuals with gynaecologic malignancies. We conducted a prospective study 

to determine how MTBCs influence patient management in gynaecologic oncology. This prospective analysis 

comprised 85 consecutive cases of gynaecologic oncology MTBCs presented at our tertiary university hospital 

between January 2015 and April 2016. 

The primary objective was the rate of treatment plan change, which covered both large and minor alterations. Major 

alterations were defined as the exchange, addition, or removal of a treatment method. All other modifications were 

minor, such as changes in intramodality or treatment time. The secondary objectives were change rates in diagnosis, 

diagnostic work-up, and radiological and pathological findings. 

 

M. K. Gupta and P. Chandra, 2020 [15], provide a comprehensive study of data mining. Data mining is crucial in 

many human activities because it reveals previously undiscovered beneficial patterns (or knowledge). Data mining 

has become a vital task in a wide range of application sectors, including banking, retail, medical, and insurance, as 
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well as bioinformatics. This report presents a detailed survey of data mining research trends in order to provide a 

comprehensive picture. This study offers a systematic and comprehensive overview of various data mining tasks and 

approaches. This study also discusses several real- world uses of data mining. This paper also discusses the obstacles 

and issues surrounding data mining research. 

 

Leveraging machine learning to identify breast cancer, 

A. Reddy, B. Soni, and S. Reddy 2020 [18]. India has seen 30% of all breast cancer cases in recent years, and this figure is 

expected to rise further. Breast cancer is diagnosed in India every two minutes, with one woman dying every nine minutes. 

Cancer patients can live longer lives if they are detected and diagnosed early on. 

This research provides a unique method for detecting breast cancer that uses Machine Learning algorithms. To assess 

performance, the authors ran an experimental analysis on a dataset. In comparison to existing methods, the proposed method 

generated highly precise and efficient outcomes. Breast cancer (BC) is a malignant tumour that activates in breast cells. Tumours 

have the ability to spread throughout the body. BC is a worldwide disease that wreaks havoc on the lives of women aged 25 to 50. 

With the possible increase in the number of BC cases in India, the situation is concerning. 

During the last five years, the survival rate for BC patients in the United States has been around 90%, while in India it has been 

around 60%. BC projections for India in 2020 estimate that the number could reach two million. Specialist doctors have identified 

hormonal, lifestyle, and environmental factors that may raise a person's risk of getting BC. Over 5%-6% of BC patients have been 

connected to gene mutations that occurred over the family's history. Other variables that contribute to BC include obesity, 

advancing age, and postmenopausal hormone abnormalities. 

As a result, there is no way to avoid breast cancer, but early identification can dramatically improve outcomes. Furthermore, this 

can significantly cut treatment expenses. However, cancer signs might appear unexpectedly, making early detection challenging. 

Mammograms and self-breast testing must be used to detect any early abnormalities before the tumour progresses. The primary 

goal of this work is to present a novice method for detecting BC. This work conducts a thorough investigation of existing cancer 

detection methods and delivers very accurate and efficient results. 

Z. Salod and Y. Singh, 2019 [19], "A protocol for comparing the performance of machine learning algorithms in breast cancer 

screening and detection." Background: Breast cancer is a well-known global crisis. In 2018, the World Health Organisation 

reported 

2.09 million BC occurrences and 627,000 deaths worldwide. Mammography is the traditional approach for screening breast 

cancer in industrialised nations, although breast self-examination and clinical breast inspection are used in poor countries. 

The gold standard for detecting breast cancer is a threefold assessment: i) clinical examination, ii) mammography and/or 

ultrasonography, and iii) Fine Needle Aspirate Cytology. However, the emergence of less expensive, effective, and noninvasive 

technologies of cancer screening and detection would be advantageous.Design and techniques: We suggest using eight machine 

learning algorithms: i) Logistic Regression; ii) Support Vector Machine; iii) K-Nearest Neighbours; iv) Decision Tree; v) 

Random Forest; vi) Adaptive Boosting; vii) Gradient Boosting; viii) eXtreme Gradient Boosting; and blood test results using BC 

Coimbra Dataset (BCCD) from the University of California Irvine online database to create models for BC prediction. 

To ensure model robustness, we will use: i) stratified k- fold cross validation; ii) correlation-based feature selection 

(CFS); and iii) parameter adjustment. The models will be verified against BCCD validation and test sets for both full 

and reduced features. Feature reduction affects algorithm performance. Seven measures will be used to evaluate the 

model, including accuracy.The expected impact of the study on public health: The CFS, in conjunction with the best- 

performing model(s), can help identify crucial particular blood tests that point to BC, potentially serving as an 

essential BC biomarker. The best- performing model(s) may potentially be used to develop an Artificial Intelligence 

tool to help doctors with breast cancer screening and detection. 

 

Breast cancer detection and prediction using machine learning and data mining techniques: A review (S. Eltalhi & H. 

Kutrani, 2019) [20]. Breast cancer is the second leading cause of death for women. Early detection of breast cancer 

will improve patients' survival rates. Data mining and machine learning have been extensively employed in the 

diagnosis and early detection of breast cancer. The purpose of this study is to assess the role of machine learning and 

data mining approaches in breast cancer detection and diagnosis. 

 

The majority of these research focused on diagnosing and prognosing breast cancer with the WEKA instrument. 

Several research compared classification methods for breast cancer prediction, including Decision Tree, Naïve 

Bayes, and Artificial Neural Networks. Data mining and machine learning have been extensively employed in the 

diagnosis and prognosis of breast cancer. Furthermore, data mining and machine learning assist medical researchers 

in identifying correlations between variables and predicting disease outcomes using historical data. 
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Machine learning can be used to improve breast cancer detection and diagnosis, as well as to avoid overtreatment. It could also 

help with accurate decision- making. As a result, the purpose of this research is to examine the role of machine learning and data 

mining approaches in breast cancer detection and diagnosis. 

 

 

Research on machine learning methods and feature extraction for time series. L. Li, Y. Wu, Y. Ou, Q. Li, 

Y. Zhou, and D. Chen, 2017, [23]. The purpose of this study is to investigate the relationship between various machine learning 

methods and multi-features in time series. The research object is a time series of real consumption records. We extract the 

consumption mark, frequency, and other characteristics. Furthermore, we use support vector machines (SVM), long short-term 

memory (LSTM), and other algorithms to forecast the user's consumption behaviour. We also used LSTM and SVM to perform 

multi-feature and multi-algorithm fusion. 

 

Finally, the experimental results suggest that LSTM algorithms are more effective in prediction when the data is sparse. The 

SVM, on the other hand, is useful when data is ample. Furthermore, the LSTM-SVM fusion model provides advantages for both 

LSTM feature extraction and SVM classification. In most circumstances, LSTM-SVM performs the best in terms of 

prediction.Massive amounts of data are emerging as the Internet and information technologies advance at a rapid pace. As a 

result, data mining has emerged as one of  today's  most  essential  academic  topics. 

 

Time series analysis is a method for exploring all of the information contained in a time series, as well as observing, estimating, 

and studying the statistical regularity in the long-term change process in a set of real data [1]. Time series and data mining can be 

used to investigate changing rules of phenomena and forecast future behaviours. 

 

Automated machine learning in practice: State of the art and latest findings, L. Tuggener, M. Amirian, K. Rombach, S. Lorwald, 

A. Varlet, C. Westermann, et al.,2019. The assumption that data-driven model building and decision-making may lead to 

increasing levels of automation and better informed judgements is a major motivation driving industry and society's digitisations. 

Machine learning is frequently used for creating such models from data. As a result, there is an ever- increasing demand for 

workers with the required skill set. 

 

This requirement has given rise to a new research area, AutoML, which is focused with fully automatic machine 

learning model fitting. This paper provides an overview of the state of the art in AutoML, with a focus on practical 

applications in business, as well as recent benchmark results for the most prominent AutoML algorithms. 

 

Many corporate and public organisations have recognised that data analysis is an effective tool for learning how to 

enhance their business model, decision- making, and even goods [1]. The design and training of a machine learning 

model is frequently a critical phase in the analytic process, and it comprises multiple difficult steps, most notably 

feature pre-processing, algorithm selection, hyper parameter tuning, and ensemble building. 

 

Typically, extensive specialist knowledge is required to effectively complete all of these procedures [2]. The goal of 

automated machine learning (AutoML) is to develop strategies for creating suitable machine learning models with 

little (or no) human participation [3]. While the AutoML Problem can be stated in a variety of ways, we will focus on 

systems that handle the "Combined Algorithm Selection and Hyperparameter Optimisation" (CASH) problem [4]. A 

CASH problem solver seeks to select an algorithm from a list of possibilities and then tune it to provide the best 

validation performance across all algorithm combinations. 

 

Predicting determinants for survival in breast cancer patients using machine learning techniques, M. D. Ganggayah, 

N. A. Taib, Y. C. Har, P. Lio, and S. K. Dhillon. 2019 [27]. Breast cancer is one of the most prevalent diseases 

among women worldwide. Many research have been conducted to predict survival indices; nevertheless, the majority 

of these analyses were carried out using simple statistical approaches. As an alternative, this study employed 

machine-learning approaches to create models for finding and visualising relevant prognostic indications of breast 

cancer survival rates. 
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This study employed a large hospital-based breast cancer dataset from the University Malaya Medical Centre in Kuala Lumpur, 

Malaysia (n = 8066) including diagnosis information from 1993 to 2016. The dataset had 23 predictor factors and one dependent 

variable that corresponded to the patients' survival status (alive or dead). Decision tree, random forest, neural networks, extreme 

boost, logistic regression, and support vector machine prediction models were used to identify significant predictive markers for 

breast cancer survival rates. 

The information was then clustered based on the receptor status of breast cancer patients as determined by immunohistochemistry 

in order to do advanced modelling using random forest. Following that, the key variables were prioritised using random forest 

variable selection techniques. Finally, decision trees were developed and validated using survival analysis. In terms of model 

accuracy and calibration measure, all methods gave similar results, with decision tree having the lowest (accuracy = 79.8%) and 

random forest having the highest. This study found critical characteristics such as cancer stage classification, tumour size, 

number of total axillary lymph nodes excised, number of positive lymph nodes, primary therapy options, and diagnostic 

procedures. 

Interestingly, the multiple machine-learning algorithms utilised in this study produced high accuracy, implying that these 

methods could be used as alternative prognostic tools in breast cancer survival studies, particularly in the Asian region. The 

significant prognostic factors impacting breast cancer survival rates discovered in this study, which were validated by survival 

curves, are useful and might be turned into medical decision support tools. 

 

H. Tran, 2019, "A survey of machine learning and data mining techniques used in multimedia systems" [32]. Machine learning 

and data mining are computer science study areas that are rapidly developing due to breakthroughs in data analysis research, 

growth in the database business, and the accompanying market demand for methods capable of extracting valuable knowledge 

from enormous data stores. A great deal of research has been conducted in the multimedia field, focussing on various areas of 

data analytics, such as the capture, storage, indexing, mining, and retrieval of multimedia big data. 

However, very few research works provide a comprehensive overview of the entire tree of approaches utilised in machine 

learning and data mining to solve research questions. In this survey study, we present a complete overview of cutting-edge 

methodologies, algorithms, machine learning, and data mining for multimedia systems. Query difficulty estimation predicts the 

search result performance of a particular query. It is a strong tool for retrieving multimedia, and it is gaining popularity. 

There have been various strategies developed to evaluate query difficulty in textual information retrieval, but they 

cannot be used directly to picture search because they will result in poor performance. Currently, research on query 

difficulty estimation focusses on text-based enquiries, but there is a lack of study on image and video retrieval for 

multimedia queries. The widespread use of social media platforms such as Flickr, Facebook, and YouTube has 

significantly increased the Internet's multimedia database in recent years. These enhance database triggers may lead 

to the expansion of a huge number of multimedia study situations. The success of social media systems helps with 

content-based image retrieval. 

S. D. Borde and K. R. Joshi, 2019. Improved signal detection algorithm for cognitive radio receivers utilising trained 

neural networks. Cognitive Radio has emerged as an important research topic in wireless communications in recent 

years. It has the potential to be extremely useful in dynamic spectrum management and interference identification. 

There are numerous spectrum-sensing algorithms proposed in the literature for cognitive radio, but all of them detect 

the presence or absence of the principal user in the allotted band and provide no information on the modulation 

scheme utilised. In some applications, such as cognitive radio receivers, it is important to recognise the modulation 

type of the signal in order to change the receiver parameters. Most modulated signals have the property of cyclo-

stationarity, which can be utilised to correctly distinguish the principal user and the modulation type. 

In this paper, we offer an upgraded signal recognition approach for cognitive radio receivers that utilises the 

modulated signal's cyclo-stationarity property to precisely determine the modulation type of the received signal using 

a trained neural network. The technique improves signal detection accuracy even in low SNR settings. The usage of a 

trained neural network increases its flexibility and extensibility for future applications. 

 

 

Performance of a decision tree C4.5 algorithm for evaluating student academic performance, Budiman, Haviluddin, 

Kridalaksana, Wati, and Purnawansyah, 2017 [39]. The new curriculum reform has resulted in considerable 

modifications to music courses in colleges and universities. As a result, student assessments in the 
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classroom are evolving, and a more varied evaluation paradigm is progressively emerging. Numerous innovative and more 

effective teaching concepts and methods have been developed to revive the state through science and education. This disrupts the 

backward teaching pattern found in typical instructional exercises. As technology, science, and Internet technologies have 

evolved, online teaching has grown in importance in education. 

. Music teachers at universities and colleges are always updating their teaching methods and utilising a variety of tactics to deliver 

in-depth training in the classroom. Many universities and colleges have widely implemented a web-based information educational 

administration management system to increase students' passion and involvement while also developing their musical creative 

talents. This work use the C4.5 algorithm to generate a decision tree model for developing a classroom teaching evaluation system 

to improve quality. 

Using performance data from 125 teachers' music classroom lessons, the suggested algorithm assesses the model's correctness and 

practicability. Finally, it examines the decision-making traits that influence teacher assessment. The quality of classroom teaching 

is assessed, and some valuable suggestions are made based on the experimental results, which can aid college and university 

decision-making by inspiring teachers to enhance their classroom teaching quality. 
 

The weight of the features in breast cancer prediction 

 

 
Performance comparison of the breast cancer prediction models 

 

 
Accuracy percentage for breast cancer diagnostic dataset. 

 

 
Comparative graph of different classifiers 
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Receiver operating characteristic (ROC) curve of models 
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Classifiers performances 

 

 

Process Flow Diagram 
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5. CONCLUSION 

In this article, we looked at numerous machine learning, deep learning, and data mining strategies for predicting 

breast cancer. Our goal is to find the best algorithm for correctly predicting breast cancer incidence rates. The major 
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purpose of this review is to highlight all prior research on machine learning algorithms used to detect breast cancer. 

This article contains all of the knowledge that novices need to examine machine learning algorithms and develop a 

good foundation in deep learning. The review of this article begins with the many different types of breast cancer; 

fourteen research papers were assessed to provide an overview of the basic types, symptoms, and causes of breast 

cancer. Following that, an overview of the primary machine learning techniques, ensemble approaches, and deep 

learning techniques was provided, all of which are extremely complex algorithms used to predict breast cancer.Some 

concerns must be addressed in future development. Researchers can employ data augmentation methodologies to 

deal with the issue of limited dataset availability. Researchers should consider the issue of positive and negative data 

inequality, as this might lead to bias in positive or negative predictions. Another significant issue that needed to be 

addressed was the disparity in the number of breast cancer photos vs impacted patches for accurate diagnosis and 

prognosis of breast cancer. 
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