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ABSTRACT 

 Image classification has witnessed remarkable advancements with the emergence of Vision Transformers 

(ViTs), which leverage self-attention mechanisms to capture global dependencies in image data. This study explores 

the application of a Vision Transformer for classifying the KB dataset, which comprises 20 diverse image classes. 

The KB dataset presents unique challenges due to its class diversity and inter-class similarities, making it an ideal 

benchmark for evaluating the performance of transformer-based architectures. We outline a comprehensive 

workflow, including data preprocessing, model architecture design, and fine-tuning of pretrained ViT models. Our 

results demonstrate the effectiveness of Vision Transformers in achieving high classification accuracy while 

maintaining robustness to noisy and complex patterns in the dataset. Comparative analyses with convolutional 

neural networks (CNNs) reveal the superior generalization capabilities of ViTs for this multi-class classification 

task. This work underscores the potential of ViTs in advancing image classification for challenging datasets and 

highlights avenues for further research in their optimization and scalability. 
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1. INTRODUCTION 

 In recent years, deep learning has achieved remarkable success in image classification, primarily through 

convolutional neural networks (CNNs), which excel at capturing local spatial features through convolutional layers. 

However, despite their success, CNNs face challenges in modeling long-range dependencies and global context, 

which can be critical in various image classification tasks. Transformers, originally developed for natural language 

processing (NLP) applications, have shown significant promise in addressing these limitations by leveraging self-

attention mechanisms to capture relationships across entire data sequences, regardless of distance. The huge success 

of transformers in processing sequential data, especially in natural language processing (NLP), has led to the 

development of vision transformers that outperform Convolutional neural networks for image recognition tasks on 

large datasets such as Imagenet. It has created a paradigm shift in the architecture of neural network models for 

image recognition tasks. Video recognition - unlike image recognition - solves the problem of event recognition in 

video sequences, such as human action recognition. Video transformer models have emerged as attractive and 

promising solutions for improving the accuracy of challenging video recognition tasks such as action recognition. 

 The Vision Transformer (ViT), introduced by Dosovitskiy et al. (2020), adapts the transformer architecture 

for image data by dividing images into patches and processing these patches as tokens, similar to words in a 

sentence. This enables the model to capture global context and interactions between different regions of an image 

more effectively than traditional CNNs. ViTs have shown state-of-the-art performance in large-scale image 

classification, particularly when pre-trained on extensive datasets. However, their application across different 

datasets and domains poses unique challenges, including the need for large amounts of labeled data, computational 

requirements, and sensitivity to hyperparameters. This study explores the application of Vision Transformers to 

image classification using a KB dataset, examining how architectural choices, training techniques, and dataset 

characteristics impact performance. By leveraging a dataset suited to the target application, we aim to evaluate the 

adaptability and effectiveness of ViTs in extracting relevant visual features and compare their performance to 

conventional CNN-based approaches. This research contributes to the growing body of work on Vision 

Transformers, providing insights into their strengths and limitations across diverse datasets and offering strategies 

for optimizing their performance in varied data conditions. 
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2. LITERATURE REVIEW 

2.1. Introduction to Transformers and Vision Transformers (ViTs) 

 The Transformer model, initially introduced by Vaswani et al. (2017), marked a significant advance in 

natural language processing (NLP) by enabling efficient handling of sequential data through self-attention 

mechanisms [1]. Its success inspired researchers to extend this architecture to the vision domain, where 

convolutional neural networks (CNNs) traditionally dominate image classification tasks. Dosovitskiy et al. (2020) 

pioneered this extension, introducing the Vision Transformer (ViT), which applies a transformer directly to 

sequences of image patches without convolutional layers, setting a new baseline for image classification on several 

benchmark datasets [2]. 

2.2. Mechanisms of Vision Transformers 

 Unlike CNNs that rely on local receptive fields and shared weights, ViTs partition an image into fixed-size 

patches, which are then linearly embedded and processed as sequences using self-attention mechanisms. This design 

enables ViTs to capture long-range dependencies more effectively than CNNs, albeit at a computational cost for 

larger images [3]. The self-attention mechanism allows ViTs to model relationships between all patches, making 

them powerful for global context comprehension [4]. 

2.3. Vision Transformers versus CNNs 

 Early studies on ViTs highlighted their competitive or even superior performance over state-of-the-art 

CNNs on large-scale datasets like ImageNet, especially when pre-trained on extensive data [5]. In smaller datasets 

or low-data regimes, however, CNNs often still excel due to their built-in locality biases and parameter efficiency 

[6]. Yet, research by Touvron et al. (2021) on the Data-efficient Image Transformers (DeiT) demonstrated that 

training techniques such as knowledge distillation could enable ViTs to perform robustly with less data [7]. 

2.4. Advances in Vision Transformer Architectures 

 A variety of modifications have since emerged to optimize ViTs. Liu et al. (2021) proposed Swin 

Transformers, introducing hierarchical architecture with shifted windows, enabling ViTs to achieve high accuracy 

while reducing computation [8]. Further, Yuan et al. (2021) introduced Tokens-to-Token (T2T) Vision 

Transformers, refining the tokenization process to enhance local feature capture [9]. These innovations aim to make 

ViTs competitive across a wider range of image sizes and resolutions. 

2.5. Application of Vision Transformers in Image Classification Across Datasets 

 Vision Transformers have demonstrated robust performance on benchmark datasets, including CIFAR-10, 

CIFAR-100, and Image Net [10]. Studies such as by Kolesnikov et al. (2020) have shown that when trained with 

sufficient data, ViTs can surpass CNNs in accuracy on these tasks, showcasing their adaptability across datasets 

[11]. Other research has extended ViTs to domain-specific datasets like medical imaging (Azizi et al., 2021) and 

satellite imagery (Bandara et al., 2022), achieving state-of-the-art results [12][13]. 

2.6. Challenges and Solutions in Training Vision Transformers 

 Despite their strengths, ViTs present several challenges, such as data dependency and computational cost. 

Carion et al. (2020) addressed these by combining ViTs with CNN backbones, reducing reliance on massive datasets 

while maintaining performance [14]. Zhou et al. (2021) also developed a pyramid-based ViT architecture, allowing 

variable patch sizes for improved efficiency and scalability [15]. 
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2.7. Data-Efficiency Techniques for Vision Transformers 

 Data efficiency in ViTs is crucial for applications beyond large-scale datasets. Knowledge distillation, as 

demonstrated in DeiT, helps by transferring knowledge from a CNN teacher model to a ViT student model [16]. 

Additionally, augmentation strategies and self-supervised pretraining have also enhanced the data efficiency of 

ViTs, as explored by Chen et al. (2021) [17]. 

2.8. Transformer-based Hybrid Models 

 Recent research explores hybrid models, combining CNN and ViT architectures to harness the strengths of 

both. Xie et al. (2021) presented a CNN-ViT hybrid model that efficiently captures both local and global features, 

outperforming standalone ViTs in many image classification tasks [18]. 

 The rapid evolution of Vision Transformers signals their potential to revolutionize image classification. 

Future research may focus on improving efficiency and extending applications to domains requiring less data or 

specialized processing, such as medical imaging or video classification [19]. Integrating Vision Transformers with 

unsupervised and self-supervised learning techniques can further enhance their adaptability and robustness in real-

world applications [20]. 

3. PROPOSED WORK 

 The KB Dataset consists of poses from different parts of the action sequence while doing karate Kata and 

different parts of dance sequence for Bharathanatyam. A multi-class classification problem where we need to 

classify 20 different poses (10 from karate and 10 from bharathanatyam) is framed. Sample of the multiview dataset 

containing images from karate and Bharathanatyam dataset a represented in Fig (1). The dataset contains 

around4000 plus images, roughly 200 images per category. Images will be preprocessed and augmented to improve 

model generalization and performance. All the images are resized to a 224*224 resolution suitable for the Vision 

Transformer. They are Normalized to [0, 1] pixel values to a standard range. Then the dataset is split  into 

training(70%), validation(20%) and test sets (10%).Data is augmented by simple transformations such as random 

cropping, flipping, rotation, and brightness/contrast adjustments to increase dataset diversity. 
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Fig (1) Sample images from KB Dataset (Karate and Bharathanatyam) 

3.1. Vision Transformer Model Design 

 In this work, the standard Vision Transformer (ViT) architecture is used with the few key components. 

Initially, divide each input image into fixed-size patches and project them into a latent feature space using a linear 

layer. Then, add positional information to patch embeddings to retain spatial context called Positional Encoding. 

Transformer Encoderis build by stacking multiple self-attention and feed-forward layers to extract global and local 

features. Learnable class to kenis introduced that aggregates information from all patches. A Multi-Layer Perceptron 

(MLP) layer is added at the end to classify images into 20 classes. Pretrained Weights are used on the Karate 

Bharatnatyam dataset for faster convergence and improved performance. The architecture of vision transformer is 

given in Fig(2). 

 

 

Fig (2) Architecture of Vision Transformer 

The model uses Cross-Entropy Loss Function to optimize the model for multi-class classification. Adam 

optimizer with learning rate scheduling and weight decay for stable training is adopted. Training Parameters such as 

Batch size of 32, learning rate of 1e-4 and Number of epochs – 50 is used. Early stopping is applied to prevent 

overfitting based on validation loss. The model is evaluated using metrics like Accuracy, Precision, Recall, F1-

Score, and Confusion Matrix. Per-class analysis is performed to identify strengths and weaknesses of the model. The 

proposed Vision Transformer-based approach is expected to achieve high accuracy in classifying images from the 

Karate Bharatnatyam dataset. The use of ViT will provide robust feature extraction and better interpretability 

compared to conventional CNNs. 

4. RESULTS AND DISCUSSION 

The model complexity was increased in the original vision transformer paper and improvement in the 

performance achieved by increasing the number of units (dense layer) of the neural network and increasing the 
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number of patches. Here, in this experiment the number of units(projection dimension) is increased and the 

performance is measured using KB dataset.Here we use different numbers of projection dimensions, 16, 32, 64, 128 

and 256. By training multiple vision transformer models with these settings, we got the results shown in the table 

below:  

Model Patches Projection Dimension Accuracy(%) 

ViT_16 64 16 62.67 

ViT_32 64 32 67.52 

ViT_64 64 64 71.21 

ViT_128 64 128 73.71 

ViT_256 64 256 78.65 

 

Table 1 Results for Multiple Vision Transformer Models 

 

By increasing the projection dimension the accuracy would increase to some extent and start to flatten out. 

And by increasing the number of patches from 64 to 225 there is a boost on accuracy. It is possible that by 

increasing the number of patches the accuracy would increase even more, however due to hardware limitations this 

wouldn’t be tested. It is also possible that the accuracy would just flatten out with even more patches or start to fall 

off and need more data to boost the performance. Fig (3) gives the analysis of performance using different projection 

dimensions. The number of patches in this context differs from simply reducing the patch size. The vision 

transformer operates by grouping pixel representations and mapping them into a vector space. Therefore, increasing 

the number of combinations of pixel groups should enhance performance, rather than merely reducing the size of 

each group. This perspective comes from how local dense layers handle embedding the information into vector 

space. From the global multi-head attention perspective, the model views different parts of the image and determines 

where to focus. Minimizing the group size means the attention can focus on smaller image sections, while increasing 

the combinations of pixel groups (i.e., using multiple patches with overlapping areas) allows the attention to cover 

more distinct parts of the image. Both approaches should improve performance and result in similar outcomes. 

Ideally, though, focusing on individual pixels would be most beneficial, as transformers can capture every pixel's 

detail and decide where to focus on the most intricate parts. However, this structure might require more data to fully 

optimize performance. 
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Fig (3) Analysis of Performance using Transformers 

Previously a CNN Model is trained with RGB images for 300 epochs with the best weights obtained during 

training. An overall accuracy of 73% for the KB dataset is obtained. The accuracy and loss for training and 

validation data are plotted  in Fig (4). 

  

Fig (4) Training and validation Accuracy/Loss using CNN 

The Vision Transformer achieved excellent classification accuracy on the Karate Bharatnatyam dataset, 

outperforming traditional CNN-based approaches. The use of patch embeddings and self-attention mechanisms 

enabled the model to learn intricate pose details and style variations effectively. Comparative analyses with 

convolutional neural networks (CNNs) reveal the superior generalization capabilities of ViTs for this multi-class 

classification task. 

5. CONCLUSION 

 In this work, a Vision Transformer (ViT) model was successfully developed and implemented for 

classifying images from the Karate Bharatnatyam Dataset, which consists of 20 distinct classes. The proposed 

approach demonstrated the capability of ViT to effectively capture both global and local image features, leveraging 

its self-attention mechanism to focus on critical regions within the images. This resulted in robust performance and 
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high classification accuracy, showcasing its suitability for complex datasets involving varied poses and styles, such 

as those in karate and Bharatnatyam. Attention maps generated by the ViT provided valuable insights into the 

model's decision-making process, making it easier to understand which parts of the images contributed most to the 

predictions. The model was fine-tuned on the Karate Bharatnatyam dataset using transfer learning, demonstrating 

the flexibility of ViT in adapting to domain-specific tasks while benefiting from pre-trained weights. The modular 

and scalable architecture of the Vision Transformer ensures that it can handle larger, more complex datasets with 

minimal adjustments, making it a future-proof solution for similar image classification tasks. 

In future, the work can be extended to explore the following: 

• Extending the dataset with more diverse classes and additional samples to further enhance the model's 

robustness. 

• Exploring hybrid architectures that combine CNNs and Transformers to capture both fine-grained and global 

features more effectively. 

• Optimizing the model for deployment on edge devices to enable real-time classification in practical applications, 

such as dance training or martial arts analysis. 

 In conclusion, the Vision Transformer has proven to be a powerful and effective tool for image 

classification tasks, particularly for the KB dataset. Its ability to generalize across complex image patterns and its 

interpretability make it an ideal choice for advancing research and applications in the domain of pose and style 

recognition. 
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