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ABSTRACT 

 

Online education has become a vital learning medium, especially during the COVID-19 pandemic. However, its 

lack of face-to-face interaction poses challenges in assessing students' engagement and understanding. This study 

addresses this issue by utilizing electroencephalogram (EEG) data to detect student confusion on massive open 

online course (MOOC) platforms. A novel feature engineering technique, Probability-Based Features (PBF), is 

introduced to enhance machine learning model performance. We employ three machine learning models—

Support Vector Classifier (SVC), K-Nearest Neighbors (KNN), and Recurrent Neural Network (RNN)—to 

classify EEG data into confused and non-confused categories. By leveraging probability-based feature 

engineering, the system enhances classification performance and enables a more accurate detection of student 

confusion. The models are trained and evaluated using EEG data collected from students interacting with online 

learning modules.  

Keywords: confused student detection; MOOC platform; electroencephalogram; feature engineering 

 

1 INTRODUCTION 

During the COVID-19 pandemic, classroom education was shifted to online edu- cation establishing the latter as 

an alternative learning mode. The rapid advances in information and communication technology have facilitated 

the migration of the majority of learning activities to the online mode of education but without deficiencies. 

Students’ mental confusion while watching MOOC videos is among the drawbacks that should be properly 

handled [6]. 

Using EEG to quantify the confusion that occurs in the learning process as well as intervening has gained great 

interest from researchers [15], [4], [8]. Electroencephalogram is a physiological signal that records brain activity 

in dif- ferent areas (called lobes) through the scalp. EEG is generally the most effective non-invasive method for 

assessing a subject’s cognitive functions[16]. Wearable EEG-based devices, Artificial Intelligence and Machine 

Learning have come to support this trend facilitating the collection of enough data for the development of efficient 

prediction models. Apart from online education, its recognition can be beneficial in various domains such as 

healthcare, cognitive psychology, virtual online games, etc [8]. Since confusion is a dynamic process, an EEG-

based recognition system can help educators quantify and monitor the students’ cognitive state (which spans into 

attention, meditation, concentration, frustration and boredom, level of stress, anxiety, etc), early identify if 

students feel confused (due to difficulties in solving a problem or understanding the conveying knowledge), and 

accord- ingly adapt the teaching plan without the students’ feedback or intervention. 

Recently, various works [14], [9], [17] have experimented with EEG-based features that are fed as input to ML 

or Deep Learning (DL) models aiming to reason the mental state of participants (confused or not-confused) in 

online education platforms. 

In the context of this study, we used an EEG-based publicly available dataset whose records are represented by a 

feature set related to the mean value of raw data, the mean power of five EEG frequency bands at the frontal 

channel Fp1 and two additional features that capture attention and meditation. The con- fusion detection was 

treated as a binary classification problem and solved by investigating three types of classifiers: distance-based, 

probabilistic and tree- based. Our aim is to find a model with high sensitivity and separation ability of the mental 

states (confused, not-confused). The main suggestion of this paper is from an ML perspective and, especially, a 

decision tree-based model for con- fusion detection. Using 10-fold cross-validation, J48 was the best-performing 

in all performance metrics achieving accuracy, precision, recall of 99.9% and AUC of 100%. 

The remainder of the paper is organized as follows. In Section 2, a description of the dataset and adopted 

methodology is outlined. Furthermore, in Section 3, we discuss the ML models’ performance outcomes. Finally, 

conclusions and future directions are presented in Section 4. 

METHODOLOGY 

 

In this section, the dataset and its characteristics are illustrated, the adopted methodology is noted, the ML models 

have been described, as well as the eval- uation metrics with which the experimental evaluation was carried out. 
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2.1 Presentation of Data Collection Process 

 

The dataset was derived from Kaggle [1]. For the data collection, ten students were arranged and assigned to 

watch ten MOOC video clips dedicating 2 minutes to each one. During this process, the students wore a single-

channel wearable MindSet device that measured and recorded the brain’s spontaneous electrical activity (over the 

frontal partial lobe - channel Fp1) for a specific time period. Raw data recorded from the Fp1 channel were used 

to quantify the mental state of 10 students and recognize the occurrence of confusion. The target class was 

confirmed and self-labelled by the students as confused or not. This process was repeated in all sessions of 

watching online videos. Initially, the subjects rated their confusion level on a scale of 1–7 from low to high and 

then quantized into binary, confused or not confused [13]. 

By using NeuroSky’s API, the raw EEG signals were sampled at 512 Hz. Also, MindSet’s proprietary “attention” 

and “meditation” signals measured (at 1 Hz) mental focus and calmness. Moreover, the MindSet device measures 

and outputs the average power at five frequency bands, i.e., delta (1–3 Hz), theta (4–7 Hz), alpha (8–11 Hz), beta 

(12–29 Hz), and gamma (30–100 Hz) [8]. 

 

2.2 Data Understanding 

To characterize the attention and mediation level of learners, we advised the manual of the MindSet device1. More 

specifically, the eSense, NeuroSky’s pro- prietary algorithm is used for characterizing mental states. First, the 

NeuroSky ThinkGear technology processes the raw brainwave signal in order to remove the ambient noise and 

muscle movement. Then, the eSense algorithm interprets eS- ense meter values, which describe ranges of activity. 

The meter value is reported on a relative eSense scale of 1 to 100, where the different categories are: i) 1- 20: 

Strongly Reduced, ii) 20-40: Reduced, iii) 40-60: Neutral, iv) 60-80: Slightly Elevated and v) 80-100:Elevated. 

Based on the aforementioned scaling, we obtained Figures 1. Interpreting these outcomes, it is observed that 

attention and mediation levels don’t consid- erably differ among confused and not-confused subjects verifying 

the complex nature of the specific mental state and the need for diverse features not only from EEG but also from 

eye tracking [11]. 

It should be noted that, from this dataset, we excluded subjects with zero attention and meditation. As a result, the 

final dataset consisted of 5463 Not- confused and 5925 Confused subjects. The age of 10 subjects varied between 

24 and 31, with a mean age of 25.54 and a standard deviation of 2.27 years. Further statistical details of the EEG 

features in the final dataset are captured in Table 1. 

 

2.3 Machine Learning Models and Evaluation Metrics 

The evaluation of our ML models was carried out with a widely known free software, namely WEKA [2], which 

contains tools for data pre-processing, clas- sification, regression, clustering, association rules, and visualization. 

As for the ML methodology, we selected Logistic Regression [5] and Naive Bayes [7], which are probabilistic 

models. Also, a distance-based classifier and especially k-NN 

[18] was evaluated. Moreover, three tree-based models were assessed, namely, Random Tree, Random Forest (an 

ensemble of decision trees where the final prediction is based on voting) [3] and Decision Tree (J48) [12]. 

In order to evaluate the ML models, we relied on metrics [10] commonly used in the ML field, namely accuracy, 

precision, recall, and AUC. Note that 

 

 

 

 

Fig. 1. Attention and Mediation Level as measured by MindSet device. 

 

Table 1. Statistical description of the Dataset. 
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Features Mean±std Min Max 

Attention 46.47±19.06 1 100 

Meditation 53.08±16.26 1 100 

Raw 34.18±131.55 -2048 1440 

delta 588937.42±634988.04 440 3960000 

theta 159174.09±236645.72 17 2570000 

low-alpha 38520.89±67646.02 2 1370000 

high-alpha 28216.66±48541.36 2 1020000 

low-beta 20330.76±29239.49 3 841000 

high-beta 24283.97±36256.25 2 1080000 

low-gamma 16961.54±25819.75 1 658000 

mid-gamma 8291.37±11585.23 2 284000 

 

 

the final score in each metric is derived by averaging the scores from all folds. The definition of these metrics is 

based on the confusion matrix consisting of the elements true positive(Tp), true negative (Tn), false positive (Fp) 

and false- negative (Fn). Hence, the aforementioned metrics are defined as follows: 

 

 

 

 

 

 

 

 

 

To evaluate the distinguishability of a model, the AUC is exploited. It is a metric that varies in [0, 1]. 

 

3 RESULTS AND DISCUSSION 

 

In this section, our aim is to present and analyze the performance behaviour of the selected ML models. As a first 

approach, the models were trained and tested with all available features (apart from demographics) in the dataset. 

 

Table 2. Performance Results of ML Models. 

 

 Accuracy% Recall% Precision% AUC% 

Naive Bayes 54.76 54.8 59.5 65.0 

Logistic 

Regression 

61.47 61.5 61.4 65.4 

Random Tree 83.39 83.4 83.4 83.3 

Random Forest 93.79 93.8 94 98.6 

1-NN 95.64 95.6 95.6 95.6 

J48 99.90 99.9 99.9 100 

 

 

In Table 2, we demonstrate the average values of performance metrics, which were acquired assuming 10-fold 

cross-validation. Note that for the k-NN classi- fier, we experimented with the parameter k and verified that for 

k=1 the highest performance was achieved. Comparing the assessed models, we see that the 1- NN classifier 

outperformed the Random Tree and Random Forest in terms of accuracy, recall and precision, while Random 

Forest indicated higher AUC. The higher AUC of Random Forest reveals that for the specific model, there is a 

98.6% chance that the model will be able to distinguish between confused class and not-confused class. Also, 

Logistic Regression and Naive Bayes were the least efficient models in identifying confused subjects. For the 

specific dataset, J48 was the most efficient model for confused/non-confused students’ prediction as this specific 

classifier managed to keep the Fp, Fn at the lowest level (just a few subjects were misclassified with Fp = 3 and 

Fn = 7). 

 

4 CONCLUSIONS 

In the content of this study, we relied on an EEG-based publicly available dataset which helped us to identify a 

robust and powerful ML model for confused subjects detection. A limitation of the specific dataset is that we 



      ISSN 2347–3657 

     Volume 13, Issue 1, 2025  

 

 

317 

don’t have access to the whole time series data from the Fp1 channel in order to extract several other EEG features 

in the time, frequency or time-frequency domain. However, it is adequate to train efficient models for the 

prediction of the human mental state of subjects who attended lectures in an online education environment. From 

our analysis, J48 was the prevailing model with accuracy, precision and recall equal to 99.9% and AUC of 100%. 

In future work, we anticipate applying various feature selection techniques in order to understand the significance 

and correlation of the features to the specific task and reevaluate the ML models’ performance. Also, our study 

will focus on the design of personalized confusion detection models which will be compared with the current 

global models. Finally, our research on confusion detection in online education platforms will be directed to eye-

tracking-based datasets [11]. 
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