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ABSTRACT

Cardiovascular disease (CVD) remains one of
the leading causes of mortality worldwide,
making early detection crucial for effective
treatment and prevention. Traditional diagnostic
methods often require extensive clinical
evaluation and may be prone to delays. This
study proposes a Feature-Optimized Machine
Learning Approach to enhance the accuracy and
efficiency of CVD prediction. The system
utilizes advanced feature selection techniques to
identify the most relevant clinical parameters,
reducing computational complexity while
improving model performance. Various machine
learning algorithms, including Support Vector
Machines (SVM), Random Forest, and Deep
Neural Networks (DNN), are evaluated to
determine the most effective model for early
diagnosis. The integration of feature selection
not only enhances predictive accuracy but also
eliminates redundant data, ensuring faster and
more reliable disease classification.
Experimental results demonstrate that the
optimized approach significantly improves
classification metrics such as accuracy,
precision, and recall, making it a valuable tool
for early cardiovascular risk assessment in
clinical settings.

I. INTRODUCTION

Cardiovascular disease (CVD) is one of the
leading causes of morbidity and mortality
worldwide, accounting for a significant
percentage of global deaths. Early detection and
timely intervention are crucial in reducing
complications and improving patient outcomes.
Traditional diagnostic methods, such as
electrocardiograms (ECG), echocardiography,

and blood tests, often require extensive clinical
evaluation, specialized expertise, and may not
always be accessible in resource-limited
settings. Moreover, manual analysis of medical
data can be time-consuming and prone to human
errors, leading to delayed or inaccurate
diagnosis.

With advancements in artificial intelligence (Al)
and machine learning (ML), automated systems
for CVD detection have gained increasing
attention. Machine learning algorithms can
analyze large-scale patient data, recognize
hidden patterns, and provide highly accurate
predictions based on relevant clinical
parameters. However, the performance of these
models depends significantly on the quality of
input features. Redundant, irrelevant, or noisy
data can negatively impact model accuracy and
computational efficiency. To address this,
feature selection techniques are employed to
extract the most important features that
contribute to the detection and classification of
cardiovascular diseases.

This study explores a Feature-Optimized
Machine Learning Approach for early CVD
detection, leveraging advanced feature selection
methods to enhance prediction accuracy while
reducing  computational  complexity. By
integrating algorithms such as Support Vector
Machines (SVM), Random Forest (RF), and
Deep Neural Networks (DNN), the system aims
to identify at-risk individuals with greater
precision. The proposed approach not only
improves model interpretability but also ensures
faster and more efficient cardiovascular disease
screening, making it a valuable tool for clinical
decision support systems.
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II. LITERATURE REVIEW

The application of machine learning (ML) in
cardiovascular disease (CVD) detection has
gained significant attention due to its ability to
analyze complex medical data and improve
diagnostic accuracy. Several studies have
explored various ML techniques, feature
selection methods, and hybrid approaches to
enhance the early prediction of CVD. This
section reviews existing research on ML-based
CVD  detection, focusing on  feature
optimization, model performance, and real-
world applications.

1. Traditional Approaches to Cardiovascular
Disease Diagnosis

Conventional methods for diagnosing CVD rely
on clinical tests such as electrocardiograms
(ECG), echocardiography, and blood pressure
monitoring. While effective, these methods
require expert interpretation, making them time-
consuming and prone to inter-observer
variability (Smith et al., 2018). To improve
efficiency, researchers have explored
computational models that automate CVD risk
assessment.

Framingham Risk Score (Wilson et al., 1998)
and ASCVD risk prediction models (Goff et al.,
2014) are widely used statistical approaches for
estimating cardiovascular risk. However, these
models are often limited by predefined risk
factors and fail to capture complex interactions
within patient data. This limitation has led to the
adoption of machine learning techniques that
can identify hidden patterns in medical datasets.
2. Machine Learning Models for CVD
Prediction

Machine learning algorithms have been
extensively applied to predict cardiovascular
disease, leveraging large-scale datasets to
enhance diagnostic accuracy. Various studies
have demonstrated the effectiveness of different
ML  techniques in improving disease
classification:
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e Kavakiotis et al. (2017) conducted a
comprehensive review of ML applications
in cardiology, highlighting the
effectiveness of Support Vector Machines
(SVM), Decision Trees, and Neural
Networks in predicting heart diseases.

e Sharma et al. (2019) used a hybrid
Random Forest and Artificial Neural
Network (ANN) model to analyze patient
data, achieving over 90% accuracy in
CVD prediction.

e Choi et al. (2020) explored Deep Learning-
based ECG signal analysis for detecting
early signs of cardiac abnormalities,
demonstrating  superior  performance
compared to traditional models.

Despite these advancements, the challenge of

handling high-dimensional medical data remains

a key limitation, leading researchers to focus on

feature selection techniques to improve model

efficiency.

3. Feature Selection Techniques for

Optimized CVD Detection

Feature selection plays a critical role in

enhancing ML model performance by

eliminating redundant and irrelevant features.

Several techniques have been explored to

optimize cardiovascular disease detection:

¢ Recursive Feature Elimination (RFE) —
Applied by Hassan et al. (2020) to
identify the most relevant clinical
parameters, reducing the dimensionality of
datasets ~ while  maintaining  model
accuracy.

e Principal Component Analysis (PCA) —
Used by Zhang et al. (2021) to transform
high-dimensional medical records into
lower-dimensional representations,
improving computational efficiency.

e Genetic Algorithms (GA) for Feature
Selection — Kumar & Gupta (2022)
demonstrated the effectiveness of GA-
based selection in optimizing feature sets
for deep learning models.
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These studies highlight the importance of feature
engineering in improving model interpretability
and reducing overfitting in cardiovascular
disease prediction.

4. Challenges and Limitations in ML-Based
CVD Detection

While ML-based approaches offer significant
improvements over traditional methods, several
challenges remain:

e Data Imbalance — Medical datasets often
suffer from an uneven distribution of
positive and negative CVD cases, leading
to biased model predictions (Ramesh et al.,
2019).

e Model Interpretability — Deep learning
models, though highly accurate, function as
"black boxes," making it difficult for
clinicians to understand their decision-
making process (Selvaraju et al., 2017).

e Computational Complexity — Training
deep learning models requires high
computational power, limiting their real-
time deployment in clinical settings (Patel
et al., 2021).

5. Future Directions

Recent advancements in explainable Al (XAI)
and federated learning offer promising
solutions to address these challenges. Future
research should focus on:

o Integrating interpretable ML models to
enhance trust in Al-based CVD detection.

e Developing lightweight AI models for

deployment in  mobile  healthcare
applications.
¢ Implementing personalized

cardiovascular risk assessment using
multi-modal patient data.
III. SYSTEM ANALYSIS
EXISTING SYSTEM
Cardiovascular disease (CVD) detection has
primarily relied on clinical evaluations, blood
tests, electrocardiograms (ECG), and risk
assessment models such as the Framingham
Risk Score and ASCVD risk calculators. These
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methods, while effective, often require extensive
medical expertise and laboratory tests, leading to
delays in diagnosis and treatment. Machine
learning (ML) approaches have been introduced
to assist in CVD prediction, but many existing
models rely on raw datasets with high-
dimensional features, which can introduce noise
and reduce classification accuracy. Additionally,
these models often suffer from data imbalance
issues, where a limited number of positive cases
in the dataset can lead to biased predictions. The
lack of optimized feature selection also results in
unnecessary computational complexity, making
real-time deployment of ML-based CVD
detection systems challenging.

Disadvantages of the Existing System

1. High Dependency on Clinical Expertise
— Diagnosis requires specialized medical
knowledge, making early detection
difficult in resource-limited settings.

2. Data Overload and Computational
Complexity — High-dimensional datasets
slow down model processing and
introduce redundant features that reduce
accuracy.

3. Limited Generalization and Accuracy —
Many ML models lack proper feature
selection, leading to biased predictions
and poor generalization to diverse
patient populations.

PROPOSED SYSTEM

A Feature-Optimized Machine Learning
Approach enhances CVD detection by selecting
the most relevant clinical parameters, reducing
computational complexity while improving
classification accuracy. The system integrates
advanced feature selection techniques such as
Recursive Feature Elimination (RFE) and
Principal Component Analysis (PCA) to
eliminate redundant data, ensuring that only the
most significant predictors contribute to model
training. Various machine learning algorithms,
including Support Vector Machines (SVM),
Random Forest, and Deep Neural Networks

436



Y
s

International Journal of

Infarmation Technology & Computer Engineering

(DNN), are evaluated to identify the most
effective classifier for early diagnosis. The
proposed system not only enhances accuracy but
also enables real-time, automated screening,
making CVD prediction more efficient and
accessible in both clinical and remote healthcare
settings.
Advantages of the Proposed System
1. Improved Accuracy and Efficiency —
Feature selection optimizes model
performance, leading to higher precision
in detecting cardiovascular risk factors.
2. Reduced Training Time and
Computational Load —

unnecessary features speeds up the

Eliminating

training process and enhances real-time
prediction capabilities.

3. Better Generalization and Adaptability —
Optimized ML models can be applied
across different datasets, improving
reliability in diverse patient populations.

IV.  SYSTEM DESIGN
FLOW CHART

FIGURE 1. Flow chart of the proposed system
for cardiovascular disease detection
V.  METHODOLOGY
A detailed schematic representation of the

suggested research framework’s design is
depicted as flow chart in Figure 1. This diagram
provides a thorough overview of the structure
and components of the proposed framework.

A. DATASET COLLECTION

The accuracy of classification metrics is heavily
dependent on the quality of the dataset used for
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statistical predictions. For our research, we have
picked the following datasets to both highlight
the significance of the dataset and to assess its
generalizability.

The first dataset used for CVD is Hungarian
Heart Disease Dataset (HHDD) (Small Dataset)
is obtained from the UCI Machine Learning
Repository and Kaggle. It is an older and
standard dataset developed in 1988. It comprises
multiple databases, including those from
Cleveland, Hungary, Switzerland, and Long
Beach V. The dataset consists of 14 attributes
and a total of 1025 instances. The target field in
the dataset represents the patient’s heart
condition, with a numerical scale ranging from 0
(indicating no disease) to 1 (indicating severe
disease). The 2nd dataset used in this study is
the Kaggle (Large Dataset). In this dataset, the
Behavioral Risk Factor Surveillance System
(BRFSS), conducted by the Centers for Disease
Control (CDC), involves annual phone surveys
of over 400,000 Americans. The surveys gather
information on health-related behaviors, chronic
conditions, and the use of preventive services.
This dataset specifically focuses on the 2015
BRFSS, containing 253,680 responses that have
been cleaned and categorized into two groups
based on the presence or absence of heart
disease. It should be noted that there is a
significant in the classes, with
229,787 individuals categorized as not having

imbalance

heart disease and 23,893 individuals having a
history of heart disease.

B. DATA PRE-PROCESSING

Preprocessing data transforms raw data into
meaningful combinations. It is essential for
accurate data representation and for proper
training and classification
algorithms.

testing of the

Pre-processing refers to the techniques used to
prepare data for analysis. The goal of pre-
processing is to transform raw data into a format
that is suitable for analysis, modeling, and
interpretation.
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C. MISSING VALUES REMOVAL

The presence of missing values is a typical issue
in data analysis and can be caused by a number
of factors, including mistakes in data collection
or entry, incomplete surveys, or omissions in the
original data [28]. In this study the dataset was
preprocessed for the removal of all the missing
values.

D. STANDARD SCALAR

Machine learning’s
preprocessing tool for converting non-normally
distributed (mean = 0, standard deviation = 1)
continuous variables into a normal distribution.

standard scaler is a

In many algorithms, the performance and
convergence speed of the model are both
affected by the scale of the features, making this
a crucial step.

VI. EXPERIMENT RESULTS

DISCUSSION

Feature selection approaches are indispensable
tools in data analysis and machine learning, as
they enable the identification of the most
informative and influential features for building
predictive models. These approaches play a

AND

critical role in enhancing the performance and
interpretability of machine learning models,
particularly in high-dimensional datasets with a
multitude of features. The effectiveness of
feature selection techniques hinges on several
factors, including the size and characteristics of
the dataset, the nature of the features, and the
chosen feature selection algorithm.

In this study, we delve into the performance of
various feature selection algorithms on datasets
of varying sizes. We aim to assess the impact of
dataset size on the effectiveness of different
feature selection techniques and identify
strategies for optimizing feature selection in
both small and large data settings. The findings
of this study will contribute to a deeper
understanding of feature selection
methodologies and their applicability in real-
world data analysis scenarios for the detection of

cardiovascular diseases.
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First of all, we checked the statistical properties
of small dataset of each feature that are given
below in the following Table 1 and plotted in
figure 2.

TABLE 1. Statistical property of each feature of
small data.

: Cou MEA Mi 25 50 75 Ma
INDEX NT N STD N Y % % X
AGE 1025 5443  9.07 29, 48 56. 61. 77

.0 4 2 0 0 0 0 0
SEX 1025 0.696 046 0.0 0.0 1.0 1.0 1.0
A0
Cp 1025 0.942 1.03 0.0 0.0 1.0 2.0 3.0

0
TREST 1025 1316 175 94 120 130 140 200

BPS .0 12 17 0 .0 0 0 0

CHoL 1025 246.0 515 1260 211 240 275 564
0 93 A0 0 0 0 0

FBs 1025 0149 035 0.0 0.0 0.0 0.0 1.0
0 7

RESTE 1025 0.53 052 00 0.0 1.0 1.0 20
G 0 8

THaLa 1025 1491 23.0 7L 132 152 166 202

CH 0 14 06 0 0 0 0 0

ExanGg 1025 0337 047 00 00 00 1.0 1.0
0 3

OLppE 1025 1072 117 00 0.0 08 1.8 6.2

AK 0 5

SLOPE 1025 1.385 061 00 1.0 .o 20 20
0 8

Ca 1025 075 103 00 00 00 10 40
0 1

THAL 1025 2324 062 00 20 20 30 30
0 1

TARGE 1025 0513 05 0.0 0.0 1.0 1.0 1.0

T 1]

The above plots are for numerical features and
we can see that none of the features are in
normal distribution and at the same time are also
not skewed much. So, a simple scaling technique
can help us to reduce the skewness.

A. TECHNIQUES FOR SMALL DATA

We performed different
techniques on a small dataset the details are
given below with Graph representation and
Tables.

The accuracy of various models using different

feature selection

techniques is provided in Table 2. Notably, our
approach achieved higher accuracy compared to
the state of the art as we used a novel feature
selection method based on PSO which finds the
best features. Specifically, we attained 100%
accuracy using MrMr, FCBF, and Relief along
with PSO on Extra Tree Classifier and Random
Forest, a significant improvement from the as
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compared to state of the art which is less than heart diseases. The dataset has 253680 records
96%. Additionally, we introduced the ANOVA and 22 columns. Four columns are of numerical
selection technique, resulting in improved type but remaining all features were of
accuracy in our research compared to the state of categorical type which are encode into integers
the art. values. There was no null value in whole dataset

thus in pre-processing only the Pearson

N, —— correlation of all features is computed for feature

" = - [\ selection. As can be seen from figure 5 the

m "\ correlation between heart disease and other

- ) K medical features like cholesterol, BMI, stroke,
- - / e e _ . . . .o, . .

3 SR A e High PB etc is positive and have higher values
= " A which means that these parameters have high
= B //’ \ effect on heart condition and are significant for
-~ HI— J/ I‘.\\ disease detection on the other hand the non-
- S e . . . .
D medical features like sex, education and income

FIGURE 2. Distribution of numerical features. etc. have negative correlation with the heart
TABLE 2. Accuracy of all model on small disease thus these are not significant.
dat t Accuracy of each model for each feature
atasct. selection technique on small dataset
Logistic Extra Random Gradient o ;
Feature . . N - §
Selection Regression Iree Forest Boosting 08
Accuracy Accuracy Accuracy  Accuracy 5. 07
=206
g 0.5
MrMr 0.854 1 1 0.966 Soa
0:2
FCBF 0.81 1 1 0.912 B
MrMr FCBF Lasso Relief ANOVA
Feature Selection Method
Lasso 0.761 0.888 0.893 0.859 ® Logistic Regression Extra Tree ® Random Forest W Gradient Boosting
FIGURE 4. Accuracy of each model on each
Relief — 0.776 1 1 0912 selection technique on small data.
HeartDiseaseorAttack
ANOVA 0,722 0.941 0.937 0.805 HZL”;‘::
— Sk
Stroke
Diabetes
it
e = Veggies
. HwyAlcoholConsump
Roc Curve of Mrir on Small data Rac Curve of FCBF an Small data AnyHealthcare
—— = — NoDocbcCost
> GenHith
P
Diffwalk
e —~—3 Sex
Rac Curva of Lassa en Small daa Roc Curve of Relief on Small Daca Educaton
i ,\v? &
ﬁcg"f
@Q}
et o FIGURE 5. Pearson correlation between all the
FIGURE 3. ROC curves for MrMr, FCBF, features for Large Data.

Lasso, relief and ANOV on small. TABLE 3. Overall results of all classifiers with

B. TECHNIQUES FOR LARGE DATA confusion matrix on small dataset.

The performance of the proposed models was
also evaluated using a large dataset related to
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Model Selction _ Accuracy _Precision  Rocall _ Sensitivity Specifisity  AUC MMC _ FI Score Confusion
Technigue Scare SCORE Matrix Accuracy of each model on each selection technique
O LRC  MMr 08 0795 0902 0902 [5E 0sss 0713 0% [9221]
98311 | on Large Data
1OEIC Mr 1 1 1 1 1 1 1 1 13 0] L e -
0 o)) 1
2 RGO MM 1 1 1 1 1 1 1 1 s o
0 92 0.9
3GBC MMMr 0966 0957 0967 0967 0965 096 0931 0962 [[109 4] 0.8
3 39]]
4 LRC FCBE 01 0808 0816 0816 0504 081 0& 082 [[5220] 0.7
19 4]
s Ec ko 1 1 ' | ' P | 12 0] Z 0.6
0103] Zos
6 REC FCBE 1 1 1 1 1 1 1 1 no: o 3 0
0103] Soa
7 GBC  FCBE 0912 089 0992 094 0582 0912 06 0915 (90 12
6 97]] 0.3
8 LRC  LASSO 0761 0771 0764 0764 0758 0wl 052 o7 75 24]
25 81 0.2
9 ETC  LASSO  OSS8 0903 0877 0877 0599 0888 0776 089 [ 10 b
13 93] g
100 RFC LASSO 0893 089%  08% 089 0889 0893 0785 089 (88 1) o
11 9s))
11 GBC  LASSO 0.859 0.829 0915 0915 0.798 0857 072 087 ([ 20] Mrir FCBF Lasso Relief ANOVA
9 o7 :
12 LRC  RELIEF 077 0713 0809 0809 07s 0779 055 07s8 1187 29 Feature selection method
17 72]
13 ETC RELEF 1 ' v ' o ' flio o W Logistic Regression = Extra Tree ® Random Forest M Gradient Boosting
14 RFC  RELIEF 1 1 1 1 1 1 1 1 s o
0 w9
15 GBC RELIEF 0912 0851 0966 0966 0571 0915 083 0905 101 15 FIGI RE 6 A f d 1 h
o . AcCcuracy oI models on €ac
16 LRC  ANOVA 072 0731 073 0738 0.704 0721 043 oms ([0 29
5 7] .
7OETC ANOVA s 0sa  0sa 0% 09w et 089 osas (9% G technlque for large data.
6101
I8 RFC  ANOVA 0937 0935 0944 0944 0929 093% 0573 0o [

B R VIL. CONCLUSION
) The implementation of a Feature-Optimized
TABLE 4. Results for large data using the . P . .p
Machine Learning Approach for cardiovascular
selected features . . .
— — disease (CVD) detection significantly enhances
e Regression  Tree Forest  Boosting the accuracy, efficiency, and scalability of

Accuracy Accuracy Accuracy Accuracy

predictive healthcare systems. By integrating
MrMr L.68S 0.688 0688 h.o8Y . .
advanced feature selection techniques, the
proposed  system reduces computational
Lasso 0717 0.721 0.721 0,722 Complexity Whlle impI‘OVing model

Relief 0,736 0769 0772 0745 performance, ensuring that only the most

FCBF 0.729 0779 0.782 0.736

ANOVA 0,692 0.697 0.697 0.698 relevant clinical parameters are used for

diagnosis. Compared to traditional methods, this

TABLE 5. Over all results of all classifier with approach minimizes dependency on extensive

confusion matrix on large dataset using the medical evaluations and enables faster,
selected features. automated screening for early CVD detection.

Model 90000 Accuracy Preision  Recall  Senstity Specificity AUC Saore (0 FI Score Cpeson Despite these advancementS, Challenges Such as
TR W 0GR 067N 0709 070N TG 0GR 0371 (ot (30593 T50]
13478 32404)

e o o a0 o dataset variability, real-world validation, and

9027 36855

‘
D GaC e o o o T oS 0SS 0%z 07w S i model 1nterpretability require further research.
§OIRC RCBE 079652 074636 0765 0TGNS 06O 0707 046043 073098 (1081 | 0se] F t . t f . t t

s HMC RCBF 07w uisss oami OASER 0TS 0T 0SSR Q76N g o uture 1mprovements may Iocus on integrating
6 RFC  FCBF 0782756 0.752327 0.841986 0.841986  0.72372 0782853 056964  0.794636 [33; 2718] 1 . bl I (XAI) h . 1 .

2 nc v omm oroms oot s osonss o o orsoms Heb i) explainable techniques, real-time

8663 37219 ]
& LRC  LASSO 0717021 0703248 0749292 0749292 0.684857 0717074 0435032 072554 [31526 14507]

e wamo i e o s oo s a7ves B mobile health applications, and personalized
predictive models to enhance clinical decision-

9672 36210
10 RFC  LASSO 0721841 0604801 0789612 0789612 0654291 0721052 0447979 0739179 [30119 15914]

1L GBC LASSO 0721928 0694244 0791552 0791552 065252 0722042 0448392 0739712 [30038 15995)
9564 36318 . . .
b making. With continuous advancements,

13 ETC  ANOVA  0.697851 0678073 0751493 0751493 0644386 0697939 039814 0712897 [29663 16370]
11402 34480]

MOWC ANOVA 0MPTII OSTRIM 0TSONE 07N OGSIT6 OSTRO7 077K 0712498 (041633 machine 1eaming_driven CVD detection has the

15 GBC ANOVA 0698308 0.652212 0740617 0740617 0656138 0698378 0398156 0.710216 [30204 15829]
11901 33981 ]

16 LRC  RELIEF 0736213 07241 0765834 0765834 070669 0736261 0473320 0743488 f;ﬁ:ﬂ.ﬁ‘-ﬁ} potential to revolutionize early diagnOSiS,

17 ETC  RELIEF 0769733 0749098 0810013 0510013 0729585 0769799 0541312 0778365 [33585 12445]

18 RFC  RELIEF  0.77256 0745600 0826204 0826204 0.719006 077265 0548411 0783881 L:;g:x;g?g making Cardiovascular risk assessment more
: accessible, reliable, and effective in preventing

668 37214]

life-threatening complications.
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