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Abstract— 

Because it may pick up on any form of odd 

movement, a video surveillance system is an 

important part of the surveillance industry. We 

have utilized and analyzed the patterns of the 

unexpected or abnormal motions captured by 

the security cameras. Afterwards, the patterns 

that don't fit the norm are employed for 

capture. Bikers, skateboarders, little carts on 

pedestrian walkways, etc. are just a few of the 

ways they appear in film sequences. The 

primary objective of this research is to design 

and implement a Video Anomaly Detection 

(VAD) system that can effectively analyze films 

for anomalous movements by using deep 

learning and image processing methods.  

Keywords: video surveillance, image processing, 

VAD,deep learning, patterns 

INTRODUCTION 
Intelligent video surveillance, a complex area of 

research in computer vision and machine learning 

systems, has lately gained increased interest due to 

concerns  

 

related to the topic of global safety. Be on the 

lookout for suspicious behavior in crowded public 

places, such as shopping malls, train stations, and 

bus stops. More and more public and private spaces 

are installing surveillance cameras as a result of 

technology developments and falling prices. People 

are usually the ones that keep an eye out for bad 

things happening. Multiple cameras shot footage at 

the same time, which they analyze.  

Being exposed to long durations without visual 

stimulation impairs their ability to detect unusual 

events as they happen. This renders the current 

setup mostly ineffective outside of forensics as a 

recording device. Consequently, it is critical to 

have automated anomaly detection in place that can 

detect and respond to issues in real-time. As a 

result, we're aiming to build an anomaly system 

that can spot strange movement in videos. Here, the 

input picture dataset is analyzed using a 

combination of image processing methods and deep 

learning techniques, including recurrent neural 

networks and convolutional neural networks.  

LITEARTURE SURVEY 
When anything happens that doesn't fit the usual 

pattern, we call it an anomaly. The primary 

component of surveillance is the detection of 

anomalies. That being said, it is often discovered to 

be a difficult undertaking due to the possibility of 

misleading anomaly detection in certain regions. 

For instance, whereas shooting a pistol is 

considered unusual in everyday life, it is considered 

par for the course at a shooting range. As a result, 

certain occurrences are seen strange even when 

they conform to local norms. This research reveals 

a relationship between actual criminal data and 

community data, which was utilized to investigate 

violent crimes using the WAKA dataset (Waikato 

Environment for Knowledge research). This 

research used three different regression methods: 

additive, linear, and decision stump. Out of these 

three, linear regression demonstrated the power of 

deep learning approaches for anomaly 

identification by determining the event's 

unpredictability. the third [4] A pattern has been 

detected in the analysis of anomaly detection in 

Philadelphia, according to a research by Kim S et 

al.  
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Logistic regression, ordinal regression, decision 

trees, and k-nearest neighbor are some of the 

machine learning approaches used to train the 

model for anomaly detection from vast data 

sources. The models' accuracy rate is 69%. [5] 

Elharrouss et al. [6] utilized a dataset of past crime 

scenes to make predictions about where crimes are 

likely to occur. In order to make sense of the data, 

the levenerg-marquardt method was used. Along 

with this, the research also made use of the scaled 

approach to analyze and comprehend the data. With 

an accuracy of 78%, the scaled approach was 

determined to be the top performer. Asan added 

bonus, it may reduce crime by as much as 78%. [7] 

[8] 

 

With data integrated into a 200x250 m grid, Sultani 

et al. performed a comprehensive analysis on 

anomaly detection in urban regions. With 

retrospect, it was clearly evaluated. Anomaly 

detection methods like neural networks and 

ensemble logistic regression were part of the 

approach they suggested. The findings indicate that 

anomaly prediction is more precise when executed 

every fourteen days as opposed to doing it monthly. 

[9]  

Using anomaly data from the fifteen years 

immediately before 2017, Rummens et al. 

conducted a comprehensive analysis of anomalous 

activity. The detection has been carried out using 

methods like decision trees and k-nearest 

neighbors. While tested on a dataset with 5,60,000 

anomalous actions, it achieved an accuracy level of 

39-44%. [10] the eleventh 

 

METHODOLOGY 
A kind of machine learning known as deep learning 

incorporates hidden layers into its architecture 

alongside the more traditional input and output 

layers. It is possible for deep learning to reproduce  

 

any autonomous human activity. The greater the 

number of hidden layers, the more accurate the 

model becomes. It is possible to utilize a deep 

learning model with only one layer, but the results 

will be subpar. [12]  

Here, the model was built using RNN and CNN, 

two deep learning approaches. The model receives 

a large quantity of images as input.  

Several security cameras in various locations 

captured these images. By using various image 

processing methods, the collection's images are 

examined. The model's structure allows it to 

evaluate and identify patterns. In the first step, the 

picture dataset is divided into two parts: the train 

set and the test set. With the help of the train data, 

the model is trained, and then its performance is 

evaluated with the help of the test data. In order to 

construct these models, we have made use of deep 

learning methods like convolutional neural 

networks (CNNs). We use the algorithm with the 

best accuracy in our model construction process 

after we personally evaluate each method for 

accuracy, performance, etc. [13] [14]  

SYSTEM ARCHITECTURE 
The system architecture is presented in fig.1. 

 

Fig.1. System architecture 

Images, sounds, and videos are only few of 

the formats used for the input data. In this 

case, we eliminated duplicates using 

preprocessed pedestrian photo data. 

Consequently, the  

 

The method of feature extraction is used. This 

stage involves retrieving the relevant 

attributes from the image. Next, the Feature 

Selection is executed. In this step, we use the 

features acquired in the previous step to 

choose the most relevant attributes. Now you 

may divide the dataset into two parts: the test 

set and the train set. After that, we tweak the 

Deep Learning model so it can predict whether 
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the input image has an abnormal object in it. 

[15] [16]  

 IMPLEMENTATION 

A. DATA COLLECTION 
In this approach, we utilize films to identify 

anomalies in pedestrian pathways and produce a 

better, safer travel for pedestrians. Data may be of 

numerous sorts.  

 

This task makes use of a dataset developed at UC 

San Diego known as UCSD anomaly detection. 

The dataset was generated by installing cameras 

along pedestrian walkways and recording footage 

of these pathways. Included in the dataset are two 

folders: ped1 and ped2. Both ped1 and ped2 

include human walkers in various settings; ped1 

has 34 training video samples, 36 testing video 

samples, 16 training films, and 12 testing films, 

respectively. Figures 2 and 3 display excerpts from 

the video dataset. [17]  

 

Fig.2. Captured image 

 

Fig. 3. Captured image 

 

DATA PREPROCESSING 
We can use optical flow and object identification to 

spot the out-of-the-ordinary things according to 

their motion, which includes how fast they're 

moving and how they seem. You may use these 

techniques  

 

to the video frames included in the Object 

Detection dataset is: To recognize the item in the 

video frame, object detection is essential. It lets us 

identify things from the frames of the video, such 

as people or anomalies like motorcycles, 

automobiles, trucks, skaters, etc. The Flow of 

Light: Optical flow compares successive frames to 

ascertain the mobility of the video's objects. Using 

the brightness constancy assumption, which is 

dependent on the pixel's brightness, it may detect 

anomalies, or items moving quickly, in the 

pedestrian track. [18] The year 19  

Normalization of Batches  

To make the model's learning process faster, we 

use the batch normalization method in this project. 

If this layer works as promised, it should make our 

model easier to comprehend and the input image 

training process go by faster.  

With this model's batch size of 32, a total of 32 

picture samples are sent across the network 

simultaneously. We use a batch normalization layer 

to expedite the network's learning process using the 

training data. In [20],  

C. Instruction and Evaluation  

Different camera positions are used to create the 

"ped1" and "ped2" folders inside the dataset, which 

are then used to train and test the model. The 

number of video samples used for training and 

testing in Pred1 is 34 and in Pred2 it is 36 and 12, 

respectively. Every video clip is reduced to 200 

frames so that the models may be trained. Pred1 

and pred2 both feature binary flags that distinguish 

between normal and abnormal. You may also use 

the given masks to assess the stats. When choosing 

the sets, we take into account their sizes; for 

optimal model performance, the training data 

should be larger than the testing data. [21]  

Predicting output is a necessary capability for any 

model that uses input data for training. Once the 

model is ready, training may commence, during 

which the Epoch method is used to practice the 

extracted pedestrian characteristics from the input 

picture. With respect to the training set, a "epoch" 

is the number of cycles that should occur. Figure 4 

shows that the model was trained using 20 epochs, 

or iterations, of the training data. To rephrase, we 

used deep learning methods to train the data 20 

times. Every time, we check the accuracy. The 
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trained model may then be tested. In this scenario, 

the concealed image has to be loaded in order to 

make a prediction. [22] is a  

 

 

Fig.4. Epoch 

Figures 5 and 6 show the CNN's accuracy and 

loss graphs, respectively. As part of this 

research, we train the model for 20 epochs.  

 

 

Fig.5. Accuracy 

 

Fig.6. Loss 

MODEL SELECTION 
The many-to-many LSTM and convolution neural 

networks are two types of recurrent neural 

networks. This is where deep learning techniques 

come into play.  

 

The neural network's backpropagation aids in 

model building, and the learning rates may be used 

for improved model training, all because of the 

network's capacity to extract features, train them 

with several layers, and achieve greater 

performance.  

Deep Neural Network (CNN)  

Our approach to deep learning here is similar to 

CNNs. It is not an easy undertaking to construct a 

CNN pedestrian anomaly detection model.  

In order to construct deep learning models more 

effectively, convolutional neural networks (CNNs) 

include the following layers.  

Authorized  

KERNAL  

By using the Kernal technique, the camera's input 

photos may have their information or attributes 

retrieved and stored as a matrix of pixels. The 3x3 

matrix used in this project is created from the 

picture's input pixel matrix and compared to the 

kernel matrix, which is likewise 3x3. This indicates 

that the kernel size is 3x3. A feature extraction 

matrix is the result of multiplying the two matrices. 

Since we used to expand the model, the kernel size 

is 3x3. [23] The  

SLATTER COAT  

By including a flattening layer after the 

convolution layer, the project's multi-dimensional 

array of image attributes may be condensed to a 

single dimension. To find out whether the given 
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image is malignant or not, the fully connected 

network takes this flattened array of picture 

properties as an input layer. Consequently, the 

network's overall performance and processing 

speed would be enhanced by adding this layer after 

the convolution layer and lowering the size of the 

features map.  

[24]  

The Sigmoid function, however, is used to 

ascertain whether the picture constitutes an 

anomaly. The sigmoid function takes values 

between zero and one. In order for the network to 

learn complex models, this sigmoid function makes 

it non-linear. And therefore, the rectified Linear 

unit function and the Sigmoid function are both 

used in this project. This model auto-refines the 

neural network's parameters using the Adaptive 

Moment Estimator (Adam), which estimates the 

values from the network's previous layer of 

neurons. Both the learning rate and the accuracy of 

the model are enhanced with the help of this 

optimizer during sample training. [25] The [26]  

 

 

Fig.7. Output of CNN 

 

Fig.8. Predicting model 

This project's algorithm uses training examples to 

determine whether the loaded picture of a 

pedestrian has any abnormalities. We use the one 

with the best accuracy score.  

 

as the ultimate grading of precision. In this project, 

the Convolution Neural Network (CNN) achieves 

an accuracy rate of 80%.  

In summary,  

We examined the anomaly because we care deeply 

about people's safety and want to make sure 

nothing might hurt them.  

Bikes, cycles, trucks, skatters, and anything else 

that doesn't belong in a pedestrian walkway are 

considered oddities. This code uses deep learning 

and image processing techniques to identify 

anomalies in the video. It starts by converting the 

video into frames. Then, the frames are 

preprocessed to extract useful features from the 

dataset. Noise is removed from the frames. Using 

motion detection and object detection, it classifies 

objects based on their size and how they are 

moving, excluding pedestrians. The video frames 

serve as input for this model, which may have its 

learning rate tweaked for faster learning. For the 

best possible model performance, the 

hyperparameters are additionally fine-tuned. When 

it comes to extracting better features and achieving 

high accuracy, deep learning approaches like 

recurrent neural networks and convolution neural 

networks are the way to go. Consequently, our 

model is a top-notch performer when it comes to 

predicting route abnormalities, with an accuracy 

rate of 80%. By identifying the outliers, we can 

enhance the safety measures for others using the 

route. Motion and object detection are the basis for 

this model's learning process. The model may be 

improved by adding additional parameters to this. It 

is possible to improve this model and get very 

accurate results by adjusting its parameters.  
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