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Abstract: Now-a-days, online reviews in the e-commerce website are increasingly written by the
consumers of the product. More than 80 percent of the data present in them is unstructured.
These reviews have become an important source of information for the new customers to
research about these products online. The curious customer research often leads to decision
making towards purchasing the product based on online reviews. In contrast to structured data,
unstructured data such as texts, speech, videos and pictures do not come with a data model that
enables a computer to use them directly. Nowadays, computers can interpret the knowledge
encoded in unstructured data using methods from text analytics, image recognition and speech
recognition. Therefore, unstructured data are used increasingly in decision-making processes.
But although decisions are commonly based on unstructured data, data quality assessment
methods for unstructured data are lacking. While databases store only structured data, most of
the data is unstructured like text documents, web pages, emails etc. Text mining is what is
required if useful information needs to be extracted from tons of text. But where to begin, what
are the popular tools, which techniques are used, what are the features. Beginning is always the
toughest, so in this work tries to explore the tools available for text mining to help new
researchers and practitioners in the field of text mining.

Keywords: Text Mining, Text Analytics, Text Mining Tools, Techniques for text mining, Data Analysis, quality of
unstructured data

[. INTRODUCTION

There is tons of textual information, but text
is unstructured data and a means is required
to extract useful information from
unstructured data. Text Mining is used for
the purpose of extracting useful hidden
information and patterns in text [1]. It is
very clear that we have text everywhere and
not all data can be stored in databases.
Sometimes we need to analyze data that is
not stored in corporate databases, for

instance we might need to extract useful
information from a company’s website,
emails or reports. Obviously we cannot use
the same techniques on text as we used on
structured data stored in databases. Since
unstructured data is complex, more powerful
techniques are required to  extract
information from it. So we need text mining
tools that can analyze unstructured data i.e.
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Text. In other words simple data mining
tools are not adequate to handle text, we
require specialized tools with more powerful
algorithms that can process and analyze text.

Text mining is used in every field be
it for business intelligence, social media
analysis, sentiment analysis, biomedical
analysis, software process analysis and even
for security analysis. For instance Dekhtyar
et al. [2], describe the use of text mining to
derive information from software
engineering text and the benefits of
augmenting software repositories with
natural language text. Sateli et al. [3]
describe how text mining can be used for
improving the quality of software
specification without requiring any prior
knowledge of Natural Language Processing
(NLP). Also Malhotra et al. [4] apply text
mining and Support Vector Machine (SVM)
for predicting the severity of software bug
reports. Sharma et al. [5] also use text
mining in conjunction with Naive Baiyes
Multinomia  (NBM) and  K-Nearest
Neighbour (KNN) classifiers to predict
severity of bugs.

Jurek et al. [6] discuss the use of
lexicon-based sentiment analysis for social
media analytics. In [7] Eom and Zhang,
develop a tool (PubMiner) that helps in
extracting biomedical
information from literature abstracts by
employing machine learning and data
mining techniques. Thus text mining is used
in a variety of fields and one needs to
knowledge about the tools that are available
to assist in text mining so that gathering
information becomes easier and faster.

In this paper we try to explore some of the
popular and easily available tools for text
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mining, what techniques employed and what
features are provided by each tool. Section 2
discusses

the different types of text mining tools.
Section 3 identifies the popular text mining
techniques used in these tools. Section 4
identifies the features of popular text mining
tools. Section 5

provides a conclusion.

II. TYPES OF TEXT MINING TOOLS

We used the following search string to
determine popular text mining tools [(Text)
AND (Mining OR Analytics) AND (Tool)].
From the search results we identified 55
popular text mining tools and studied their
features. Table 1. lists these tools along with
their features and techniques employed by
them. In the following sections we analyse
the popular techniques and features of text
mining tools. Text Mining Tools can be
classified into three categories as shown in
Figurel.

1. Proprietary Text Mining Tools: These
tools are commercial text mining tools
owned by a company. To use these tools
purchase is required. Although demo/trial
versions are available free of cost but have
limited functionality. 39 out of these 55
tools are proprietary tools.

2. Open Source Text Mining Tools: These
tools are available free of cost and also there
source code and one can even contribute in
their development.13 out of these 55 text
mining tools are open source. Online Text
Mining Tools: These tools can be run from
the website itself. Only a web browser is
required. These tools are generally simple
and provide limited functionality.
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Three out of these 55 text mining tools are online web based tools.

Text Mining Tools
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Proprietary Open Source Online
Fig. 1. Types of Text Mining Tools
Text Mining
Library and ‘Computational Linguistics
Information Sciences
Fig. 1. Venn diagram of text mining interaction with other fields [10]
TABLE 1: TEXT MINING TOOLS
Tool Type Techniques supported | Features/Uses Website Additional Remarks
Ranks.nl Online Keyword analysis Page Analysis, | Http://www.ranks.nl/ | Website has been put together
Article Analysis, using Perl, Mysql, Javascript
Multi page and HTML.
analysis Input Supported: Text/URL
Text Sentiment | Online Deep neural networks | Sentiment Hittp://sentiment.lucas | Input Supported: Text/URL
Visualizer and D3 js. analysis estevam.com/
Textalyser Online Text Analysis, Text analysis Hittp://textalyser.net/ | Input Supported: Text/URL
Keyword Analysis
Alceste Proprietary | Hierarchical Textual data Http://www.image- | OS required-Win XP, VISTA,
descending analysis, zafar.com/Logicieluk |7, 8 et Mac OS-X
classification, Multilingual .html
ascending analysis,
classification, thematic |temporal analysis
classification
Anderson Proprietary | Advanced statistics and | Text analytics Hittp://odintext.com/#
Analytics other machine learning
odintext techniques



http://www.ranks.nl/
http://sentiment.lucas/
http://textalyser.net/
http://odintext.com/

Vg .
‘Gnternatmnal Journal of
Information Technology & Computer Engineering

ISSN 2347-3657

Volume 7, Issue 3, 2019

Ascribe Proprietary | Hybrid technology Text analytics Http://goascribe.com/
approach, natural
language processing,
machine learning and
semi-automated coding
tools
Basis Proprietary |Linguistic —analysis, |Text Analytics, |Http://www.rosette.c |Integrated with curl, Python,
Technology statistical modeling, |multilingual text |om/ PHP, JAVA, C#, nodejs, Ruby
Rosette and machine learning | analytics
Buzzlogix text | Proprietary |Semantic Text Text analysis, Https://www.buzzlog
analysis api Analysis using natural | sentiment ix.com/text-analysis/
language processing analysis,
classification,
keyword analysis
Clarabridge Proprietary | Linguistic and Text analytics Http://www.clarabrid
statistical algorithms, ge.com/text-
Natural Language analytics/
Processing (NLP).
Clustify Proprietary | Classification Categorization of | Http://www.cluster-
documents text.com/
Dataladder Proprietary |Machine learning Data cleansing, | Http://dataladder.com
productmatch classification /products/productmat
ch/
Discovertext Proprietary | Cloud-based text Text analytics Http://discovertext.co
analytics, Active m/
Learning machine
classification engine
Tool Type Techniques Features/Uses Website Additional Remarks
supported
Dtsearch Proprietary | Advanced data Text search Http://www.dtsea
classification rch. com/
Eaagle text Proprietary |Knowledge Text analysis Http://wp.eaagle.
mining software discoyery com
algorithms /?7Page id=16
Expert System | Proprietary | Artificial Knowledge Http://www.exper
cogito tool intelligence management, tsys tem.com/
algorithms, semantic
semantic analysis, comprehension,
natural language decision making
processing
IBM infosphere | Proprietary |OLAP, data mining Advanced Hittp://www- OS Required: Windows XP, or
Warehquse aqalytics, data 03.ibm.com/softw 'Windows 7 (32-bit) machine
Enterprise mining and text
Edition analytics. are/
products/en/infos
pher
e-warehouse-
pack- customer-
insight
IBM SPSS Proprietary | Predictive Data mining and | Http://www.ibm.c
Predictive analytic/modelling, text om
Analytics Artificial mining,,statistica |, . .
y intelligence i anal}%sis /analytics/us/en/te
algorithms chn ology/spss/
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Intellexer Proprietary |Natural language Text analysis and Http://www.intell
processing information exer
management,
compirison and .com/knowledge
categorization of |1Ma
documents nagement.html
Ureveal Proprietary | Patented text Data analysis, Http://www.ureve
anlytics methods text analytics al.c om/
including —
unbiased learning,
olap
Kbsportal Proprietary | Natural Language Text analytics, Hittp://kbsportal.c
Processing as a document om/
SAAS Web Service categorization, |~
KNIME Open source | Data Blending & Text analysis, Http://www.knim [Integrated capabilities for
Transformation data I/0, : Python, R, SQL, Java, JSON,
Math & Statistical preprocessing c.or g/knime and XML Prerequisites:Eclipse
Functions Advanced and cleansing, platform
Predictive modeling,
Algorithms, analysis and data
including Weka mining
support
Langsoft Proprietary | Artificial Question Http://www.langs
intelligence and answering, oft. ch/refer.htm
natural language logical inference, ) )
processing content
recognition and
text attribution
Lexalytics Proprietary | Machine-learning Sentiment Hittps: //www.lexa
techniques and Analysis, Iyti cs.com/
expert- tuned Categorization &
industry rules, Named Entity
natural language Extraction
processing,
advanced
algorithms
Lextek Profiling| Proprietary | Information Documentand | Http://www.lexte
Engine retrieval and natural Knowledge k.co m/
language Management —
processing
Linguamatics | Proprietary |Natural Language Text mining Http://www.lingu I12E WSAPI is available to use
I2E Processing ama from any programming
. language (Java, javascript,
tics.com/products |~ ﬁ, Cg#, (Pythogn, etc.) P
- services/about-
i2e
Loop Al Labs |Proprietary |Machine learning, Textprocessing | Http://www.loop.
artificial and analysis ai/
intelligence _
Meaningcloud | Proprietary |Feature-level Text analytics, Http://www.mean

sentiment analysis,
social media

semantic anaysis,

ing cloud.com/

algorithms

extraction and
manipulation
workbench, text
processing

ic.com/textpipe
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Textquest Proprietary | Content analysis, Text analysis Http://www.textquest | OS Required:MS-Windows
readability analysis. .de/pages/en/general- |and Apple Mac OS-X
information.php?Lan
g=EN
Treparel KMX | Proprietary |Machine Learning, Text analysis Hittp://treparel.com/
Text Analytics SVM powered
Classification, fuzzy or
probabilistic matching
Visualtext Open source | Natural language Information Http://www.textanaly |OS Required: Windows 7, XP,
processing systems extraction sis.com/ Linux.
systems and text
analyzers.
VP Student Proprietary | Knowledge network, Text mining and | Http://vpinstitute.org/ | OS Required:Windows XP
Edition trend analysis visualisation, wordpress/vp- (SP2), Vista, and Windows 7
text analysis, text | marketplace/ platforms. Some Visual Basic
processing scripts may require Microsoft
Excel (2003 or later) and Java.
Aika Open source | Machine learning, Syllabification | Http://www.aika- Aika is implemented as a Java
artificial neuronal software.org/ library.
networks, frequent
pattern
mining and grammar
induction
Data Science Open source | Advanced algorithms | Sentiment Http://www.datascien
Toolkit Analysis, cetoolkit.org/
Language
Detection, Topic
Classification
Datumbox Open source | Machine learning, Text analysis, Http://www.datumbo
keyword extraction search engine x.com/
optimization,
social media
monitoring,
sentiment
analysis
GATE Open source | Natural language Text processing | Https://gate.ac.uk/
processing
Lingpipe Open source | Computational Text processing, |Http://alias-
linguistics text classification |i.com/lingpipe/
Microsoft Open source | Data parallelization, Text and big data | Http://www.dmtk.io/i
Distributed lightlda, topic model analytics ndex.html
Machine algorithm, and
Learning Distributed
Toolkit DMTK (Multisense) Word
Embedding algorithm
Open Calais Open source | Enhanced tagging Text processing | Http://www.opencala
engine is.com/
Rapidminer Open source | Machine learning Data mining and | Http://docs.rapidmine
Text Mining text analytics, r.com/
text processing
Reverb: Open | Open source | NLP, WEKA Information Http://reverb.cs.wash
Information algorithms extraction ington.edu/
Extraction
Software,

12


http://treparel.com/
http://vpinstitute.org/
http://alias-/
http://www.dmtk.io/i
http://docs.rapidmine/
http://reverb.cs.wash/

}f{lnternatinnal _qurnal of

ISSN 2347-3657

Information Technology & Computer Engineering Volume 7, Issue 3, 2019

S-EM (Spy- Open source | Naive Bayesand EM | Text learning or | Https://www.cs.uic.e |OS Required:Windows
EM) algorithm classification du/~liub/S-EM/S-

system EM-download.html
TXM - Open source | Statistical functions Text analysis Https://sourceforge.n | OS Required: Windows, Linux
Unicode, XML, based on R packages et/projects/txm/ and Mac OS X.
TEI text/corpus
analysis
platform
R Programming | Open source| Statistical and Data https://www.r-

graphical techniques transformation | project.org/
and text analysis

III. TEXT MINING TECHNIQUES

As can be observed from Table 1. Some of
the popular techniques for text mining are
shown in Figure 2:

Natural Language Processing and
Machine Learning: Most of the tools
employ Natural Language Processing
(21%) and/or Machine Learning
techniques (21%) for mining text.

Statistical Methods: as used for data
mining are also applied for text
mining. In fact most of the tools use
statistical ~ methods  (11%) in
conjunction with othermethods.

Artificial Intelligence (nine percent):
techniques such as neural networks are
also employed in many text mining
tools.

Classification  techniques  (eight
percent): are also used to categorize
text and documents. These
classification techniques must be able
to handle unstructured data.

Linguistic Learning (five percent),
Semantic Analysis (five percent), and
Predictive Modeling (seven percent)
techniques are also employed for
mining text.

IV. FEATURES OF TEXT MINING

We analysed the features of tools
mentioned in Tablel and the various uses
of Text Mining tools are as shown in
Figure 3. The major uses of a text mining
tool are for:

e Text Analytics: involves extracting
useful information and patterns from
text. Most tools provide this feature.

o Text Processing: involves
transforming and manipulating
unstructured text so that analysis
methods can be appliedto it.

o Classification/Categorization: Many
tools are used for classification and
categorization of text/documents.

o Sentiment Analysis: is used to identify
subjective information from text.
Many tools provide for sentiment

analysis also called as Opinion
Mining.

e Knowledge Discovery: deals with
identification of useful information

from huge amount of text. Most tools
provide for Knowledge discovery and
information retrieval features.

13
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Popular Text Mining Techniques

|
Natural Language

m DvrAarAaccin~

= Artificial Intelligence
™ Statistical Methods
™ Linguistic Learning
™ Semantic Analysis

" bradictive Madaling
™ Classification

Techniques
Ntharc

Fig. 2. Popular Text Mining Techniques

Semantic Analysis: involves checking the syntactic structures with the meaning of the text as a whole. Many
tools are available that not only provide syntactic analysis but also semantic analysis of the text.

Features of Text Mining Tools

mlext Analytics

B Text Processing

W Classification/Categori
- zation

Sentiment Analysis
[ |

[ Semantic Analysis

M Others

Fig. 3. Features of Text Mining Tools

IV. THE REFLECTIVE PROCESS

Different text mining techniques are
available that are applied for analyzing the
text patterns and their mining process [16].
Figure 3 shows the Venn diagram for the
interrelationship  among  text  mining
techniques and their core functionality.
Document classification (text classification,
document standardization), information
retrieval (keyword search / querying and

indexing), document clustering (phrase
clustering), natural language processing
(spelling correction, lemmatization,
grammatical parsing, and word sense
disambiguation), information extraction
(relationship extraction / link analysis), and
web mining (web link analysis) [6].
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Keyword Search / Querying Indexing

Information Retrieval

Feature
Construction

Text
Document  classification
| Classification
Document
Classification
Document
Standardization

Tokenization

Outlink Extraction Shallow Parsing /

Phrase Chunking
Information Extraction

Relationship Extraction /
Link Analysis

Co-reference / entity resolution

Sentence Boundary Detection ——
Part Of Speech Tagging

Natural Language

Speliing
Correction

Phrase Glustering

Document
Clustering

Colocations
({term clustering)

Word Sense
Disambiguation

Processing

Grammatical Parsing

Fig. 4. Inter-relationship among different text mining techniques and their

core functionalities [11]
A. Information Extraction

Information Extraction (IE) is a
technique  that  extract = meaningful
information from large amount of text.
Domain experts specify the attributes and
relation according to the domain [12]. IE
systems are used to extract specific
attributes and entities from the document
and establish their relationship [13]. The
extracted corpus is stored into database for
further processing. Precision and recall
process is used to check and evaluate the
relevance of results on the extracted data. In-
depth and complete information about the
relevant field is required to perform
information extraction process to attain
more relevant results [14].

B. Information Retrieval

Information Retrieval (IR) is a
process of extracting relevant and associated
patterns according to a given set of words or
phrases. There is a close relationship in text
mining and information retrieval for textual
data. In IR systems, different algorithms are
used to track the user’s behavior and search
relevant data accordingly [14]. Google and
Yahoo search engines are using information

retrieval system more frequently to extract
relevant documents according to a phrase on
Web. These search engines use query based
algorithms to track the trends and attain
more significant results. These search
engines provide user more relevant and
appropriate information that satisfy them
according to their needs [20].

C. Natural Language Processing

Natural language processing (NLP)
concerns to the automatic processing and
analysis of unstructured textual information.
It perform different types of analysis such as
Named Entity Recognition (NER) for
abbreviation and their synonyms extraction
to find the relationships among them [21].
NER identify all the instances of specified
object from a group of documents. These
entities and their instances allow the
identification of relationship and other
information to attain their key concept.
However, this technique lacks complete
dictionary list for all named entities used for
identification [22], [21]. Complex query
based algorithms need to be used to attain
acceptable results. In real world, a single
entity has numerous terms like TV and
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Television. Sometimes, a group of
successive words have a multi-word names
to 1identify the boundaries and resolve
overlapping issues by using classification
technique. Approaches to deal with NER
usually fall into four categories: lexicon,
rule, statistical based or mixture of these
approached. NER systems have achieved the
relevance level from 75 to 85 percent [23].

To extract synonym and abbreviation
from textual data, co-referencing technique
is frequently in use for NLP. Natural
Languages (NL) have lot of complexities as
a text extracted from different sources don’t
have identical words or abbreviation. There
is a need to detect such issues and make
rules for their uniform identification [24].
For example, NER and co-referencing
approaches establish a logical relationship to
extract and identify the role of person in an
organization (use the name of a person at
once and then use pronoun instead of name
again and again) [25].

D. Clustering

Clustering 1s an unsupervised
process to classify the text documents in
groups by applying different clustering
algorithms. In a cluster, similar terms or
patterns are grouped extracted from various
documents. Clustering is performed in top-
down and bottom up manner. In NLP,
various types of mining tools and techniques
are applied for the analysis on unstructured
text. Different techniques of clustering are
hierarchical, distribution, density, centroid,
and k-mean [25].

E. Text Summarization

Text summarization is a process of
collecting and producing concise
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representation of original text documents
[26].  Pre-processing and  processing
operations are performed on the raw text for
summarization. Tokenization, stop word
removal, and stemming methods are applied
for pre-processing. Lexicon lists are
generated at processing stage of text
summarization.

In past, automatic text summarization was
performed on the basis of occurrence a
certain word or phrase in document. Later
on, additional methods of text mining were
introduced with standard text mining
process to improve the relevance and
accuracy of results [27]. To summarize the
text documents, weighted heuristics method
extract features by following specific rules.
Sentence length, fixed phrase, paragraph,
thematic word, and wupper case word
identification features can be implemented
and analyzed for text summerization. Text
summarization techniques can be applied on
multiple documents at the same time.
Quality and

type of classifiers depend on nature and
theme of the text documents [28].

V. APPLICATION OF TEXT MINING
A. Digital Libraries

B. Academic and Research Field
C. Life Science

D. Social Media

E. Business Intelligence

VI. ISSUES IN TEXT MINING FIELD

Many issues occur during the text
mining process and effect the efficiency and
effectiveness of  decision  making.
Complexities can arise at the intermediate
stage of text mining. In preprocessing stage
various rules and regulations are defined to
standardize the text that make text mining
process efficient. Before applying pattern
analysis on the document there is a need to
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convert unstructured data into intermediate
form but at this stage mining process has its
own complications. Sometime real theme or
data mislay its importance due to the
modification in the text sequence [29].
Another major issue is a multilingual text
refinement dependency that create

problems. Only few tools are available that
support multiple languages [30]. Various
algorithms and techniques are used
independently to support multilingual text.
Because numerous important documents
persist outside the text mining process
because various tools dont support them.
These issues create a lots of problems in
knowledge discovery and decision making
process. Infect real benefit is difficult to
attain by using the existing text mining
techniques and tools because its rarely
support multilingual documents  [31].
Integration of domain knowledge is an
important area as it performs specific
operations on specified corpus and attain
desired outcomes. In this situations domain
knowledge from which document corpus to
be extracted need to integrate with the
computing abilities from which information
have to be attained. According to the
requirements of the field, experts are needed
to work collaboratively from diverse
domains to extract more effective, precise
and accurate results [32], [33]. The use of
synonyms, polysems and antonyms in the
documents create problems (abstruseness)
for the text mining tools that take both in the
same context. It is difficult to categorize the
documents when collection of document is
large and generated from diverse fields
having the same domain.

Abbreviations gives changed
meaning in different situation is also a big
issue [34]. Varying concepts of granularity
change the context of text according to the
condition and domain
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knowledge. There is need to describe rules
according to the field that will be used as a
standard in the area and can be embedded in
text mining tools as a plug-in. It entails lots
of effort and time to develop and deploy
plug-ins in all fields separately. To develop
plug-ins in depth and proper knowledge
about the specific domain will be required
[35], [36]. Natural languages have lots of
complications in itself that create problem in
text  refinement methods and the
identification

of entity relationship. Words having same
spelling but give diverse meaning, for
example, fly and fly. Text mining tools
considered both as similar while one is verb
and other is noun. Grammatical rules
according to the nature and context is still an
open issue in the field of text mining [36].

CONCLUSION

The availability of huge volume of text
based data need to be examined to extract
valuable  information. = Text  mining
techniques are wused to analyze the
interesting and  relevant  information
effectively and efficiently from large
amount of unstructured data. This paper
presents a brief overview of text mining
techniques that help to improve the text
mining process.

Data Mining is a very established
research field and there are many tools
available for data mining. But most of them
are not able to handle unstructured data.
Since most data is in the form of text i.e.
unstructured, there was a need for text
mining. Almost everybody works with text,
text mining tools are required. There are
many open source, proprietary and online
text mining tools. This paper discussed some
of the popular text mining tools and their
features and techniques providing an

17



W )
‘f{Internatmnal Journal of
Information Technology & Computer Engineering

overview to researchers and analyst who are
new in the field of text mining.
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